Calculation of atomic hydrogen and its photoelectron spectra in momentum space
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Abstract

An essential modification to the kernel in the numerical calculation of hydrogenic momentum wave functions, is presented in this paper. Using only 256 grid points, the calculated eigenvalues, eigenfunctions and the oscillator strengths are shown to be in excellent agreement with the exact analytic results. The reliable pseudocomplete set of momentum space eigenfunctions is then applied to the time-dependent calculation of intense laser pulse on the hydrogen atom. With the advantage of having no boundary reflection during the time evolution, like that inherent in the coordinate space method, the photoelectron spectra of above-threshold-ionization (ATI) are elucidated for four cases. Some of which are not feasible or very difficult to solve with the coordinate space method. Generalization of the method to single-active electron systems is straightforward. Due to the good accuracy with a reasonably small-sized basis set, applications to the currently interested intense case of laser pulse on atom or molecule are expected.
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1. Introduction

An atomic electron under intense laser fields may absorb many photons and photoionize. The above-threshold-ionization (ATI), first observed in 1979, is a phenomenon in which electron absorbs excess photons than is necessary to ionize [1]. Since then, the ATI has attracted much attention and interest [2,3]. Theoretically, the electron spectra can be calculated by solving the time-dependent Schrödinger equation, but this method is often limited by reflection from the boundary when the equation is solved in coordinate space. The trouble is less severe for shorter pulse where a large spatial region can be chosen such that the electron is still within the boundary when the laser pulse ends [4]. For stronger fields, the boundary reflection is still a problem even for few-cycle pulses. From the complementary principle of quantum mechanics, a wave function distributed in a large coordinate space corresponds to a wave function localized in momentum space. Using the momentum wave functions as a basis set to study atoms/molecules in laser fields, one would be able to avoid the trouble of boundary reflection. We have previously shown that the low-order ATI phenomenon is described rather well by the momentum space method [5].

In this paper, we find a more efficient and accurate momentum space method than our previous work. Although the formulation of Schrödinger equation in momentum space is well known [6], the number of analytic eigenfunctions is infinite and cannot be used directly in the simulation of time-dependent problems. There were efforts in developing the momentum space solution: Lande invented a regularization method for the Coulomb kernel singularity [7], Ivanov and Mitroy [8] designed the iteration codes for the expansion of the kernel, Norbury et al. [9] applied the specific basis function forms to the bound states, and Tang et al. [10] used the Bystrom method for the Coulomb kernel related integration and solved some of the bound states. For numerical calculations within a finite range, we find that the earlier formalism must be modified. Our key correction to the Coulomb kernel in practical compu-
tations makes the calculated energy levels and wave functions much more accurate. Another key improvement is the use of pseudospectral collocation points and a nonlinear mapping into momentum grids [11]. This mapping enables us to adjust the grids nonuniformly and optimize the favored region.

The goal of this paper is to present an efficient and accurate enough method of momentum space eigenstates calculation, and then use it as the basis set in the study of a hydrogen atom under intense laser fields. The computation of this time-dependent Schrödinger equation (TDSE) for pulse duration of hundreds of optical cycles was thought impossible before [12], but with our method, it can be calculated easily with a modest desktop PC. This method can also be generalized straightforwardly to quantum systems modeled by a single-active-electron system under intense laser pulse. To illustrate the new development, we computed and compared the single-active-electron system under intense laser pulse. To illustrate the new development, we computed and compared the single-active-electron system under intense laser pulse. To illustrate the new development, we computed and compared the single-active-electron system under intense laser pulse.

In real calculations, we deal only with finite volume instead of the infinite range in the analytical formulation. The validity of the momentum space Schrödinger equation (3) is subject to a certain condition, namely,

\[
\left[\frac{\mathbf{p}^2}{2} - E\right] \Phi(\mathbf{p}) + \int W(\mathbf{p} - \mathbf{q})\Phi(\mathbf{q}) d^3q = 0. \tag{3}
\]

The above eigenvalue equation in momentum space is well known in quantum mechanics [15,16]. Specifically for the Coulomb potential \( V(\mathbf{r}) = -Z/r \), we can express the eigenstates as

\[
\Phi(\mathbf{p}) = F_{nl}(p)Y_{lm}(\Omega_p),
\]

the radial equation of the momentum wave function then becomes

\[
\left[\frac{\mathbf{p}^2}{2} - E\right] F_{nl}(p) + \int q^2 K_l(p,q) F_{nl}(q) dq = 0. \tag{5}
\]

The kernel \( K_l \) in the above equation can be expressed in terms of Legendre functions of the second kind \( Q_l \):

\[
K_l(p,q) = -\frac{Z}{\pi pq} Q_l\left(\frac{p^2 + q^2}{2pq}\right), \tag{6}
\]

and

\[
Q_l(z) = \frac{1}{2} \int_{-1}^{1} \frac{1}{z-x} P_l(x) dx, \tag{7}
\]

where \( P_l \) is the Legendre function of the first kind. The analytic solution for bound states was given by Fock [6]. Direct numerical solution for the equation is not straightforward due to the singularity in \( Q_l(z) \) when \( z = \frac{p^2 + q^2}{2pq} = 1 \), or equivalently, when \( p = q \). Lande proposed a clever regularization method to manipulate the kernel term as follows [7]:

\[
\int q^2 K_l(p,q) F_{nl}(q) dq = \int K_l(p,q)[q^2 F_{nl}(q) - p^2 F_{nl}(p)/P_l(z)] dq + p^2 F_{nl}(p) \int \frac{K_l(p,q)}{P_l(z)} dq. \tag{8}
\]

The first term on the right-hand side is now vanishing at \( z = 1 \) (that is, \( p = q \)), and the last term is finite and can be calculated iteratively from \( l = 0 \) [7,8]. With such technique, a basis expansion method with thousands of terms was successfully used to solve for the bound states in momentum space [9]. It was shown that by using the Gauss–Legendre grids and transform the integral equation into matrix equation, the singularity can be avoided. A grid of thousands points were used to find some bound energy levels of hydrogenic systems accurately [10]. For more general purposes, such as the problem of intense lasers on atoms, such basis functions would be inefficient, especially when continuous states are also needed. We will show how to use far less grid points to construct a good representation for the hydrogenic wave functions, not just for bound states but also for continuum states in the momentum space.

In real calculations, we deal only with finite volume instead of the infinite range in the analytical formulation. The validity of the momentum space Schrödinger equation (3) is subject to a certain condition, namely,
comes a matrix eigenvalue problem. Also, since by choosing appropriate grids of kernel with an infinite box size is given as

\[ \alpha(p,q) = \frac{\pi_p x}{\pi_p y} \frac{\pi_p z}{\pi_p z} \approx \delta(p_x)\delta(p_y)\delta(p_z). \] (9)

We know that the condition holds only if the box size \( L_x L_y L_z \) is large enough. This point is important as it will modify \( W(\vec{p}) \) in Eq. (2) for finite box. Considering the hydrogenic potential in spherical coordinates with the maximum radius \( R \) in the numerical calculation, the appropriate momentum space form of the Coulomb kernel will then be

\[ W(\vec{p}) = \begin{cases} \frac{\cos(p R)}{2 \pi^2 p^2} -1 & \text{if } p \neq 0, \\ \frac{-R^2}{2 \pi^2} & \text{otherwise,} \end{cases} \] (10)

where \( p \) is the magnitude of \( \vec{p} \). In contrast, the form of the kernel with an infinite box size is given as

\[ W(\vec{p}) = -\frac{1}{2 \pi^2 p^2}. \] (11)

Expanding the modified kernel in Legendre function:

\[ W(\vec{p} - \vec{q}) = \sum_{l=0} \alpha_l(p,q) P_l(\cos \gamma), \] (12)

where \( \gamma \) is the angle between \( \vec{p} \) and \( \vec{q} \), we have

\[ \alpha_l(p,q) = \frac{2l+1}{2} \int W(\vec{p} - \vec{q}) P_l(x) \, dx. \] (13)

The above integration can be carried out efficiently by using the Gaussian quadrature [17] with a controlled accuracy. Note that, the singularity in \( W(\vec{p} - \vec{q}) \) will now happen only at \( p = q \) and \( \gamma = 0 \), instead of at \( p = q \) in \( Q_1 \). Thus, the singularity is less severe and easier to handle. Actually, it does not cause any trouble by using the Gaussian quadrature.

Expanding \( P_l(\cos \gamma) \) in spherical harmonics and integrating out the angular part of \( \Phi(\vec{p}) \), we obtain the radial equation:

\[ \left[ \frac{p^2}{2} - E \right] F_{nl}(p) + \frac{4\pi}{2l+1} \int_0^{p_{\max}} \alpha_l(p,q) F_{nl}(q) q^2 dq = 0. \] (14)

By choosing appropriate grids of \( p \), the above equation becomes a matrix eigenvalue problem. Also, since \( p^2/2 \) corresponds to the kinetic energy of electron, a finite value is sufficient. Hence, the grids \( p \) will be finite-ranged naturally. We may choose its maximum value \( p_{\max} \) according to the range of the electron kinetic energy we need. For the radial coordinate \( p \), we further map the range \( x \in [-1, 1] \) into \( [0, p_{\max}] \) by using

\[ p = p(x) = L \frac{1 + x}{1 - x + \alpha}, \] (15)

where \( \alpha = 2L/p_{\max} \) and \( L \) is the mapping parameter. The collocation points \( \{x_k\} \) and the corresponding weights \( \{w_k\} \) are determined through the Gauss–Legendre–Lobatto quadrature. The method is especially useful for Coulomb problems [11].

We can switch to denser grids in region of smaller momentum by choosing smaller \( L \) or vice versa. This will be an advantage for bound states (more extended in \( p \)) or continuous states (photoelectron spectra). With this choice of momentum grids, the discrete eigenvalue equation becomes:

\[ \left[ \frac{p^2}{2} - E \right] F_{nl}(p_i) = \frac{4\pi}{2l+1} \sum_{j=1}^{N} w_j \alpha_l(p_i,q_j) q_j^2 F_{nl}(q_j) q_j' (x_j) = 0, \]

\[ i = 1, 2, 3, \ldots , N; \] (16)

where \( q_j, q_j' (x_j) \) denote \( p(x_j) \) and \( dp(x_j)/dx \) derived from Eq. (15), respectively.

The properties of the numerical eigenset will be presented in the next section. We consider now the time-dependent problem formulation. The Schrödinger equation of the hydrogen atom in a laser pulse under the dipole approximation can be written as

\[ i\hbar \frac{\partial \Psi}{\partial t} = \left[ H_0 + \tilde{A}(t) \cdot \tilde{p} \right] \Psi(\vec{p}, t), \] (17)

where the electric field \( \tilde{E}(t) = -\partial \tilde{A}(t)/\partial t \). For a linearly polarized field, the magnetic quantum number \( m \) is unchanged during the laser pulse and hence is omitted in the formulation below for convenience. We expand \( \Psi \) in terms of the obtained pseudocomplete set:

\[ \Psi(\vec{p}, t) = \sum_{n,l} C_{n,l}(t) F_{nl}(p) Y_{lm}(\vec{p}), \] (18)

where \( n, l \) are the principal and orbital quantum numbers, respectively. Integrating out the angular parts, we obtain the followings:

\[ i \frac{dC_{nl}(t)}{dt} = E_{nl} \cdot C_{nl}(t) + A(t) \sum_{n'} \left\{ b_{l'} \cdot C_{n',l-1}(t) \right\} \times \int F_{nl}(p) p^3 F_{n',l-1}(p) \, dp \\
+ b_{l+1} \cdot C_{n',l+1}(t) \int F_{nl}(p) p^3 F_{n',l+1}(p) \, dp, \] (19)

where

\[ b_l \equiv b_{lm} = \frac{(l-m)(l+m)}{(2l+1)(2l+1)}, \] (20)

and \( b_0 = 0 \).

We decompose \( C_{nl}(t) \) into real and imaginary parts. The propagation is then carried out by the stagger leap-frog algorithm with prepared initially state [14].

3. Results

We use \( p_{\max} = 20 \, \text{a.u.} \) and the mapping parameter \( L = 2 \). The value of \( p_{\max}^2/2 \) corresponds to the largest kinetic energy. This value of \( p_{\max} \) is quite large for the kinetic energy, nevertheless, it is necessary for a correct ground state. The ground
state is worst case while other states are far more accurately obtained. This is because the ground state is equal to

\[ F_{\text{1s}} = \frac{2^{5/2}}{\sqrt{\pi}} \frac{1}{(p^2 + 1)^{2}}, \]  

(21)

which is the most diffusive state in momentum space wave functions and needs a larger \( p_{\text{max}} \) to attain higher accuracy. We show later in Table 4 that much larger value of \( p_{\text{max}} \) is required for the same accuracy by Lande’s regularization method. The continuous state wave functions are quite localized and hence need denser grids in smaller values of \( p \). For the accurate continuous states, the value of \( L \) should not be large. We found that the results are not sensitive to the choices of \( L \) and \( p_{\text{max}} \). We use \( R = 150.0 \) a.u. which satisfies the limiting Dirac \( \delta \)-function in Eq. (9) very well. The results are also insensitive to the value of \( R \). We do not intend to carry out high precision calculations in this paper. Instead, we propose to develop a tractable and efficient momentum space method, but still reliable enough to simulate quantum dynamics of intense lasers on atoms or molecules while the coordinate space method does not work well.

In the following, we use only 256 grid points for the \( p \)-coordinate and calculate the discretized eigenvalue equations. We learn by comparing the results with \( L = 1 \) and \( L = 2 \) and found no noticeable difference in eigenstates and time-dependent cases. First, we present in Table 1 the results of some low-lying bound states. The accuracy is quite good. The ground state is accurate up to the fourth decimal place and is the worst case, and the accuracy is up to the 8th significant digit for the 7\( f \)-state. For comparison, we also listed in Table 1 the results with 128 and 512 grid points. All show excellent accuracy for those bound levels. In fact, for the study of quantum dynamics, the use of 128 grid points will be satisfactory if computing time is concerned.

Since we discretized the system, the set of eigenstates is pseudocomplete with a finite number of eigenstates. This makes numerical calculations useful, for though analytic solutions are known, there are an infinite number of states. There are only few bound states obtained for each \( nl \)-series numerically. If bound state resonances are important, optimizing the grids and the parameters will provide more bound states with increasing accuracy.

We compared the radial wave functions of 1\( s \), 3\( s \), 2\( p \) and 3\( d \) with analytic forms listed in Ref. [16]. The accuracy at any grid point is at least 3 significant digits. Based on quantum mechanics, the extent of a momentum wave function is localized in a small range while the corresponding coordinate space wave function extends far away out for higher states. This is an advantage of the momentum space approach, for the highly excited states and continuous states are localized in momentum space.

The next question is how good the generated wave functions are. To address this question, we calculated the oscillator strengths of several states and compared them with the exact results tabulated in Bethe and Salpeter [13]. The oscillator strength for the transition from state \((nl)\) to state \((n'l')\) is given as

\[ \int p^3 F_{nl}(p) F_{n'l'+1}(p) \]

\[ = \frac{2(l + 1)}{3(2l + 1)} \frac{1}{E_{n'} - E_n} \int p^3 F_{nl}(p) F_{n'l'+1}(p) \]

\[ (22) \]

\[ = \frac{2l}{3(2l + 1)} \frac{1}{E_{n'} - E_n} \int p^3 F_{nl}(p) F_{n'l'-1}(p) \]

\[ (23) \]

We also tested the well-known Thomas–Reiche–Kuhn sum rule using the generated eigenstates. In Table 2, the oscillator strengths from states 1\( s \), 2\( s \), 3\( s \), 4\( s \) to states \( np \) are listed together with the discrepancies from Bethe and Salpeter’s [13]. The summations over simulated finite number of bound states and continuous states agree very well with the exact results. Individual oscillator strength also agrees well. We also perform the calculations of the oscillator strengths from 2\( p \) and 4\( f \) states. The results are listed in Tables 3 and 4. With only 256 momentum grid points, we can say that the Hilbert space of the real hydrogen atom has been satisfactorily represented numerically. Higher precision can easily be reached with more grid points and larger value of \( p_{\text{max}} \) and \( R \).

For the simulation of intense laser pulses on a hydrogen atom, we assume the electric field pulse is

\[ \tilde{E}(t) = \tilde{\omega} E_m \sin \omega t \sin^2 \frac{\pi t}{T}. \]

(24)

where \( \omega \) is the laser frequency and \( T \) is the pulse duration. \( T \) is equal to 2.75 times of the full width at half maximum (FWHM), and the system is initially prepared in the hydrogenic ground state.

In Table 5, we list the four calculated cases of the ATI spectra. Cases I and II were compared to the recent paper of Ref. [4].
Table 2
The oscillator strengths for the transition from $ns$-state to $n'p$-state

<table>
<thead>
<tr>
<th>Final $n$</th>
<th>Error(1s)</th>
<th>B-S</th>
<th>Error(2s)</th>
<th>B-S</th>
<th>Error(3s)</th>
<th>B-S</th>
<th>Error(4s)</th>
<th>B-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2p$</td>
<td>$-5.92[-4]$</td>
<td>0.1462</td>
<td>–</td>
<td>–</td>
<td>$-7.31[-5]$</td>
<td>$-4.1[-2]$</td>
<td>$-1.92[-4]$</td>
<td>$-0.009$</td>
</tr>
<tr>
<td>$4p$</td>
<td>$2.01[-6]$</td>
<td>2.90[-2]</td>
<td>$-1.82[-4]$</td>
<td>0.1028</td>
<td>–</td>
<td>$-1.39[-5]$</td>
<td>$0.484$</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3
The oscillator strength for the transition from the $2p$-state to $ns$- and $nd$-states

<table>
<thead>
<tr>
<th>Final $n$</th>
<th>Error(ns)</th>
<th>B-S</th>
<th>Error(nd)</th>
<th>B-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$</td>
<td>$1.97[-4]$</td>
<td>$-0.139$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>$1.01[-4]$</td>
<td>$1.36[-2]$</td>
<td>$-9.16[-5]$</td>
<td>0.696</td>
</tr>
<tr>
<td>4</td>
<td>$1.90[-5]$</td>
<td>$3.04[-3]$</td>
<td>$5.28[-6]$</td>
<td>0.122</td>
</tr>
<tr>
<td>6</td>
<td>$3.50[-6]$</td>
<td>$6.18[-4]$</td>
<td>$3.00[-6]$</td>
<td>$2.16[-2]$</td>
</tr>
</tbody>
</table>

Table 4
The oscillator strength for the transition from $4f$-state to $nd$- and $ng$-states

<table>
<thead>
<tr>
<th>Final $n$</th>
<th>Error(nd)</th>
<th>B-S</th>
<th>Error(n)</th>
<th>B-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 3$</td>
<td>$2.03[-4]$</td>
<td>$-0.727$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>$-1.28[-4]$</td>
<td>0.009</td>
<td>$8.00[-4]$</td>
<td>1.345</td>
</tr>
<tr>
<td>6</td>
<td>$-1.70[-5]$</td>
<td>$1.6[-3]$</td>
<td>$-6.46[-5]$</td>
<td>$0.183$</td>
</tr>
<tr>
<td>7</td>
<td>$6.46[-5]$</td>
<td>0.0005</td>
<td>$3.83[-4]$</td>
<td>$0.058$</td>
</tr>
</tbody>
</table>

In these two cases, the laser intensity is not very high so that the ionization probability is small. The pulse duration is set to 20 optical cycles and FWHM is about 10 fs. We perform simulation in case III with a stronger field that the atom is almost totally ionized. The corresponding calculation in coordinate space will be quite hard. Case IV simulates an experimental data [18]. The pulse duration is in sub-picosecond range. The computation was regarded not possible before [12]. In Fig. 1, we present the ATI spectrum for the case of peak intensity $10^{14}$ watt/cm² with $T$ equal to 20 optical cycles (26.64 fs). At the end of pulse, the probability of excitation into angular momentum states $l = 8$ is $1.89 \times 10^{-7}$, and to states of $l = 11$ is $1.5 \times 10^{-11}$. Thus, $l = 0, 1, \ldots, 11$ that we used in the expansion are more than enough and guarantee the convergence of calculations. The total number of eigenstates in the basis state is 3072 while 73 of them are bound states. The ionization probability is 2.15% only. We plot in both linear and log scales for the probability density $P(E)$ with respect to photoelectron energy in eV. $P(E)$ is defined through

$$\int P(E) \, dE = 1. \quad (25)$$

Also we define the threshold energy as

$$\lambda \text{ is the laser wavelength, } I_{\text{peak}} \text{ is the peak intensity of the laser field, } T \text{ is the pulse duration in femtoseconds. The angular momenta used in each case are } l = 0, 1, \ldots, l_{\text{max}}. \quad P_{\text{fin}} = \text{probability of the final state in angular momentum states of } l = l_{\text{max}}. \quad P_{\text{ionized}} \text{ is the ionization probability.}$$
Fig. 2. ATI spectrum for case II. The results are to be compared with Ref. [4].

\[ E_{th} = N_{min} \hbar \omega - |E_{1s}| - U_p, \]  

(26)

where \( E_{1s} \) is the energy of the ground state, \( U_p = E_m^2/4\alpha^2 \), the ponderomotive energy. \( N_{min} \) is the minimum number of photons absorbed by the atom such that the threshold energy becomes positive. There is no ATI peak for a negative threshold energy [5]. Fig. 2 depicts the results with \( 2 \times 10^{14} \text{ watt/cm}^2 \) peak laser intensity. The logarithmic plot shows more minor peaks that are invisible in linear scale. Note that the substructures in main ATI peaks are due to the Freeman resonances in the short pulse case [19].

In Fig. 3 we show the strong field result that is hard to calculate in coordinate space. The ponderomotive energy is now 74.45 eV and needs at least 29 photons to make the threshold energy positive. The first ATI peak is suppressed and more ATI peaks show up. These are the typical effects of peak suppression and peak switching in strong field physics [3]. Since the pulse duration is short, Freeman resonances are associated with the main ATI peaks.

Fig. 3. ATI spectrum for case III. The laser intensity is Peta watt/cm², which is quite strong. Peak suppression and switching characteristics appear. Since the pulse duration is short, Freeman resonances are associated with the main ATI peaks.

Fig. 4. Simulations to compare with experiment Ref. [18]. Main characteristics of experimental results are obtained.

4. Discussion and conclusions

We have developed an efficient and accurate method of the calculation for wave functions of hydrogen atom in momentum space. To our knowledge, there are several other studies on this problem without correcting the potential kernel due to the finite coordinate size [5,7,9,10]. This modification of the Coulomb kernel is essential. In Table 6 we tabulated the energy levels of \( ns \)-states, with (labeled as \( R = 150 \)) or without (labeled as without \( R \)) the correction of \( R \) to the potential kernel, or using the Lande subtraction with the same number of grid points and optimized parameters. We can see the drastic improvement to the energy levels when the kernel is corrected. And also, with the same grids and \( p_{max} \), the Lande’s subtraction method does not give good results; only with
Table 6
Comparison of the calculated energy levels of the ns-state by several methods.

<table>
<thead>
<tr>
<th>State</th>
<th>R = 150 without R</th>
<th>Lande I</th>
<th>Lande II</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s</td>
<td>0.5006</td>
<td>0.5896</td>
<td>0.5338</td>
</tr>
<tr>
<td>2s</td>
<td>0.1255</td>
<td>0.1726</td>
<td>0.1335</td>
</tr>
</tbody>
</table>

\( R = 150 \) a.u. are results with grids described in Table 1, results from the traditional potential kernel with the same grids are denoted as “without \( R \)”. The results with Lande subtraction at the same grids, that is, 256 grid points and \( p_{\text{max}} = 20 \) a.u., are denoted as Lande I. Lande II are results with Lande method at \( p_{\text{max}} = 500 \) a.u. and 512 grid points. 5.559[−2] \( \equiv 5.559 \times 10^{-2} \). The negative sign to every energy level is omitted. The exact eigenvalues are \( -E_n = 0.5/\mu^2 \).

512 grid points and \( p_{\text{max}} = 500 \) a.u. can we generate moderately accurate eigenvalues. It takes thousands of grid points to generate accurate low-lying bound states with Lande’s regularization. This agrees with Refs. [9,10]. However, such large value of \( p_{\text{max}} \) is not meaningful for too large in kinetic energy and the necessity of a large number of grid points is another disadvantage for future applications to intense field problems. Thus, the finite-\( R \) correction to the potential kernel is critical to the momentum space formulation. The use of the Gauss–Legendre quadrature enables us to bypass the Lande subtraction and greatly simplifies the calculation. With a moderate number of grid points, the Hilbert space of the hydrogen hamiltonian is well represented.

With the economic-sized basis set of momentum space wave functions and the efficient stagger leap-frog time evolution algorithm, we are able to calculate the ATI photoelectron spectra. We elucidate the capability of this method with the atom either under a very high intensity or a very long duration laser pulse to show the nice features. There is no loss of the continuous part of the wave functions, unlike filtering function employed in coordinate space method to prevent boundary reflection. Further applications of the method to intense laser pulses on atoms and molecules will be presented in the future.
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