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Abstract

This paper formulates a behavioral model of profit maximization, which explicitly incorporates both multiple output prices’ risk and safety-first practice. This theoretical model is specifically suitable for investigating financial institutions, whose output prices frequently encounter a variety of risks, such as loan default/arrears. The sample banks are empirically found to be highly risk-averse. Furthermore, risk preferences exert little effect on the technical efficiency estimates, whereas the same estimates obtained by the standard fixed-effect model under certainty tend to be overestimated. Evidence is found that a specialized bank offering a single product with a larger scale of production will be preferable, when an uncertain atmosphere is pervasive.
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For the past few decades, many researchers have been devoted to developing various theoretical models from different angles to explain the responses of outputs and input demands to risk attitudes and changes in risk. See, for example, Sandmo (1971), Ishii (1978), Hartman (1975, 1976), Batra and Ullah (1974), Holthausen (1976), Smith (1970), Turnovsky (1973), Chambers (1983), Appelbaum and Katz (1986), Dalal (1990), and Viaene and Zilcha (1998), among others. The most common assumption in the literature is that producers maximize a von-Neumann-Morgenstern utility function in a competitive market. While there exist versatile analytic theories having been developed to understand the effects of uncertainty on firm behavior, relatively few empirical exercises utilize these frameworks, except for Parkin (1970), Just (1974), Antonovitz and Roe (1986), Appelbaum (1991), Appelbaum and Kohli (1993), Appelbaum and Ullah (1997), Roosen and Hennessy (2003), Wolak and Kolstad (1991), Ballivan and Sickles (1994), Hughes and Mester (1998), and Huang and Fu (2001).¹

The purpose of this article is twofold. First, it is intended as a systematic study of the risk-averse behavior under multiple output prices’ uncertainty for competitive banks. A specific attitude toward risk - safety first - which was initiated by Roy (1952) and later by Telser (1955) is postulated by the theoretical model.² The noticeable feature of the current study lies in its improvement over the previous works that dealt with single output price uncertainty. The uncertainty might come from the volatility of the bank’s investment returns and the risk of loan defaults. Investments and loans are two outputs defined by the intermediation approach in the literature of banking productivity and efficiency.

Second, given that there are relatively few empirical applications to firm behavior under uncertainty, this paper proposes an empirically feasible framework for analyzing such a behavior. Assuming multiple output prices’ uncertainty and rational expectations, we develop an estimable model which can be used to identify firms’ attitudes toward risk directly and to explain the impact of the price uncertainty and risk aversion on producers’ decision making. More specifically, we utilize the

¹ In the context of risk-reducing inputs, proposed by Just and Pope (1978) under production uncertainty, several empirical studies have emerged recently; for example, Kumbhakar (1993), Battese et al. (1997), and Tvedtars (1999). These papers unanimously investigate agricultural data, possibly pervasive of production risk.
² Roy (1952) provided a brief history of the safety first attitude.
parameter estimates to calculate scale and product mix economies of banks with and without regard to price uncertainty and to identify the influence of risk attitudes on the economies of scale and scope.

As an exemplification, we investigate the risk-averse behavior and safety-first practice of bank management facing uncertainty at the firm level of individual banks in Taiwan, for the period of 1996 to 2002. This particular sample is chosen due to the fact that it covers a turbulent time period with some regulatory changes and several changes in market conditions. It is known that the 1997 Asian financial crisis overwhelmed many economies in Northeast and Southeast Asia, including Taiwan. In contrast to those of other Asian countries, Taiwan weathered the storm very well. Both its stock and exchange markets turned out to be relatively stable. Some factors were likely to be responsible for its exemplary performance. Among them, deregulation starting from 1989 and more conservative risk management in the banking industry may have contributed to the smoothness of the financial sector. Somewhat later, the island did experience an economic downturn, in 2001. The unemployment rate rose from 3% in 2000 to 4.6% in 2001, and further increased to 5.2% in 2002. In fact the theoretical model developed by this article can be directly applied to other industries, characterized by multiple output prices’ risk, in various countries.

The rest of the paper is organized as follows. Section 2 develops a theoretical model of firm behavior under multiple output prices’ uncertainty. Section 3 addresses an econometric model. Section 4 briefly introduces the sample, while Section 5 analyzes the empirical results. Section 6 concludes the paper.

2. Theoretical Framework

Suppose a competitive firm hires \( m \) variable inputs, denoted by \( X = (X_1, \cdots, X_m) \), to produce, for expository convenience and without loss of generality, two outputs, as denoted by \( Y = (Y_1, Y_2) \). Later, \( Y_1 \) will be defined as the amount of investments and \( Y_2 \) is the amount of loans. The model to be developed below can be easily extended to the case of \( n > 2 \) outputs. Vectors \( X \) and \( Y \) are both non-negative. The corresponding vectors of input and output prices are

---

3 Between the second quarter of 1997 and the first quarter of 1998, the value of the currencies in Thailand, Indonesia, South Korea, Malaysia, and the Philippines dropped substantially, ranging from 57.46% to 228.95%, and their stock markets also fell, to a scope of 26.59% to 50.89%. During the same period, the value of Taiwan’s currency decreased 21.79%, while its stock market index declined 13.24%.
\( W = (W_1, \cdots, W_m) \) and \( P = (P_1, P_2) \), respectively. Since the output prices are stochastic due possibly to the volatile banks’ investment returns and the risk of loan defaults, we assume

\[ P_j = \bar{P}_j + v_j, \quad j = 1, 2, \]  \hspace{1cm} (2.1)

where \( \bar{P}_j \) is the mean value of the \( j \)th output price and \( v_j \) is the statistical noise with mean 0 and constant covariance

\[ \text{Cov}(v) = \text{Cov}\begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix}. \]

Both \( \bar{P}_j \) and \( v_j \) are unobservable. The mean vector of the random prices is equal to

\[ E(P) = \bar{P} = \begin{bmatrix} \bar{P}_1 \\ \bar{P}_2 \end{bmatrix}, \]

and its covariance matrix is the same as \( \text{Cov}(v) \).

It is noteworthy that the above model specification is substantially different from Huang and Fu (2001) in two aspects. First, they presumed an aggregated single output quantity index \( Y \) and the corresponding single output price index \( P \), instead of original multiple outputs and prices. Second, they specified a multiplicative form of the random output price as \( P = \bar{P}e^v \), where \( e \) denotes the natural exponent. Although this specification has its own merit, it appears to be difficult to find a suitable distribution for disturbance \( v \) with \( E(e^v) = 1 \).

The random profit function is expressed as

\[ \Pi = P'Y - WX. \]  \hspace{1cm} (2.2)

Since \( P \) is naturally restricted to be non-negative, so is \( \bar{P} \). This implies that, once \( X \) has been elected, the firm’s (expected) maximum economic loss is \( -WX \). It can be shown that

\[ E(\Pi) = \Pi = \bar{P}'Y - WX, \]  \hspace{1cm} (2.3)

and

\[ E(e^v) = 1 \] will imply that the variance of \( e^v \) has to be zero, which is implausible.

\[ ^4 \text{The random component } e^v \text{ is usually assumed to be distributed as a lognormal. However, the mean of } E(e^v) = 1 \text{ will imply that the variance of } e^v \text{ has to be zero, which is implausible.} \]
\[ \text{Var}(\Pi) = \sigma^2 = Y_1^2 \sigma_{11} + Y_2^2 \sigma_{22} + 2Y_1Y_2 \sigma_{12}. \]  \hfill (2.4)

In the literature it is conventionally assumed that the firm’s behavior under uncertainty is to maximize the expected utility of profits, \( E[U(\Pi)] \), where \( E \) is the expectations operator and \( U(\cdot) \) is a von-Neumann-Morgenstern utility function with \( U'(\Pi) > 0 \) and \( U''(\Pi) < 0 \). Thus, the firm is assumed to be risk averse. We argue that the managers’ and/or stockholders’ goals may not simply pursue the maximization of the expected utility of profits, even though both prefer a higher level of expected utility. This seems to be meaningful, particularly in the banking sector, where risky investments and loans usually yield higher expected returns, but are frequently accompanied by considerable variability and risk, which may give rise to bank failure.

Following Huang and Fu (2001), banks’ managers are instead aware of a threshold utility level \( U^* \) such that the probability of the utility of the random profit being less than or equal to \( U^* \) falls short of \( T^* \), a subjective acceptable probability and likely to be firm specific. The threshold utility \( U^* \) reflects a critical level, below which either bank suffers insolvency, or the firing of the managers will result. The best interest of managers and/or stockholders is formulated as the maximization of the expected utility subject to the subjective probability, \( \text{Prob}[U(\Pi) \leq U^*] \leq T^* \).

This attitude toward risk is referred to as safety first, pioneered by Roy (1952) when dealing with a theory of asset holding, and followed by Telser (1955) who introduced the theory of hedging.

The safety-first principle can be reformulated as maximizing the threshold utility \( U^* \) subject to the same probability constraint, as suggested by Kataoka (1963). Mathematically, a firm’s behavior is assumed to

\[
\text{Max. } U^*
\]

\[ \text{s.t. } \text{Prob}[U(\Pi) \leq U^*] = \text{Prob}[U(P'Y - WX) \leq U^*] \leq T^*. \]  \hfill (2.5)

This new maximization problem is perhaps easier to solve, because the objective function is now a truncation point of the probability distribution of utility levels. Substituting equation (2.1) into (2.5) and taking the inverse function of \( U(\cdot) \), the probability constraint can be rewritten as

\[ \text{Prob}[U(P'Y - WX) \leq U^*] = \text{Prob} \left[ \frac{Y_1v_1 + Y_2v_2}{\sigma} \leq \frac{U^{-1}(U^*) - \bar{\Pi}}{\sigma} \right]. \]
where \( \Phi(\cdot) \) denotes the cumulative distribution function (cdf) of the standard normal and \( U^{-1}(\cdot) \) is the inverse utility function.

Taking the inverse function of the cdf of the standard normal on both sides of (2.6), the probability constraint is restated as

\[
U^{-1}(U^*) \leq \Phi^{-1}(T^*) \sigma.
\]  

(2.7)

According to microeconomic theory, the utility function and the inverse utility function are both monotonic. This indicates that the maximization of the threshold utility level \( U^* \) subject to the probability constraint is equivalent to the unconstrained maximization of the threshold profit \( \Pi' = U^{-1}(U^*) \) in (2.7), i.e.,

Max. \( \Pi' = \Phi^{-1}(T^*) \sigma \),

(2.8)

where \( R(Y_1, Y_2) = -\Phi^{-1}(T^*) \sigma \) defines the risk premium arising from uncertainty. This represents the difference between the expected profit under uncertainty and the profit under certainty, which leaves managers indifferent between the two choices. The corresponding maximum threshold utility is given by

\[
U(\Pi') = U \left[ E(\Pi) - R(Y_1, Y_2) \right].
\]

(2.9)

It is readily seen that model (2.8) can be reduced to the standard certainty case by letting \( \sigma_{11} = \sigma_{22} = \sigma_{12} = 0 \), i.e., by removing the assumption of output price uncertainty.

The risk premium contains important economic implications. Its value can be positive, zero, or negative, provided that the decision makers are risk-averse, risk-neutral, or risk-loving. The size of the risk premium at the firm level relies crucially on three factors. First, it depends on the degree of risk-aversion, \( -\Phi^{-1}(T^*) \). It is reflected by the underlying subjective probability measure, \( T^* \), such that

\[
R(Y_1, Y_2) \begin{cases} > & \text{risk-averse} \\ < & \text{risk-loving} \end{cases} \Rightarrow \Phi^{-1}(T^*) \begin{cases} < & 0 \Rightarrow T^* = 0.5. \end{cases}
\]

Note that \( -\Phi^{-1}(T^*) \) will be used as the risk-aversion index. The greater the index
is, the more risk-averse the decision maker is. Second, it is affected by the level of risk arising from the joint probability distribution of the two output prices. Finally, it depends on the level of the two outputs. Therefore, risk premiums increase as either risk aversion increases, or the level of risk increases, or the level of outputs increases, or any combinations of them occur together. As shown by equation (2.8), risk premiums represent extra costs for the risk-averse bank that influence its optimal organization.

Because higher costs decrease economic well-being, actions that lower risk aversion and risk level will lower risk premiums and thus diminish the costs of a bank’s operation. As a result, these actions will ultimately benefit the economy as a whole by improving economic efficiency as well as increasing the utility of profits. On the basis of equation (2.8), the lower the risk premium is, the greater the maximum attainable profits will be, and so the greater utility acquired, other things being constant. The enhancement of economic efficiency will be discussed after obtaining the first-order conditions of the profit maximization.

The magnitude of $R(\cdot)$ depends on endogenous variables $Y_1$ and $Y_2$. Larger enterprises have greater estimates of the risk premiums. To get a more concrete idea about the relative scale of $R(\cdot)$, we further define and calculate the rate of the risk premium $(RRP)$ as the ratio of the risk premium to the expected total revenue, i.e.,

$$RRP = \frac{R(Y_1, Y_2)}{P_1 Y_1 + P_2 Y_2},$$

(2.10)

The $RRP$ measure tells us the relative importance that the risk attitudes play in the process of decision-making.

To solve for the optimal outputs under uncertainty, we adopt the two-step procedure on the basis of microeconomic theory. A cost function, $C'(W', Y')$, is first derived by the minimization of the firm’s expenditure on employing variable inputs subject to a given production possibilities set. It is then plugged into equation (2.8) and the choice variables become $Y_1$ and $Y_2$. The first-order necessary conditions for a maximum are then expressed as

$$\Pi_1^* = \frac{\partial \Pi^*}{\partial Y_1} = MR_1 - \frac{\partial C^*}{\partial Y_1} = 0,$$

(2.11)

and

$$\Pi_2^* = \frac{\partial \Pi^*}{\partial Y_2} = MR_2 - \frac{\partial C^*}{\partial Y_2} = 0,$$

(2.12)

where $MR_1 = \bar{P}_1 + MRP_1$ denotes the expected marginal revenue of $Y_1$, in which
\( MRP_1 = \Phi^{-1}(T^*) \sigma^{-1}(Y_1 \sigma_{11} + Y_2 \sigma_{12}) \) signifies the marginal risk premium of \( Y_1 \), caused by producing an additional unit of \( Y_1 \).

Likewise we can see that \( MR_2 = \overline{P}_2 + MRP_2 \) denotes the expected marginal revenue of \( Y_2 \), in which \( MRP_2 = \Phi^{-1}(T^*) \sigma^{-1}(Y_2 \sigma_{22} + Y_1 \sigma_{12}) \) represents the marginal risk premium of \( Y_2 \), arising from producing an additional unit of \( Y_2 \). Finally, \( \partial C^* / \partial Y_j, \ j = 1, 2 \), is the standard marginal cost function of output \( j \).

Equations (2.11) and (2.12) incorporate the optimality conditions adaptable for uncertainty where the firm’s expected marginal revenue equals marginal cost. Due to the presence of uncertain output prices, the expected marginal revenue deviates from the expected output price to an extent determined by the marginal risk premium.

An interesting question is often raised by the introduction of the uncertainty: do the optimal outputs differ from the well-established competitive solution under certainty? Using our notation, the solution under certainty is characterized by \( P_j = \partial C^*/\partial Y_j^* = C_j^* \), \( j = 1, 2 \), i.e., the equality between respective output prices and marginal costs. For a single output case, it is evident from equation (2.11) that as long as the marginal cost is positive, the output level satisfying the first-order condition of a risk-averse firm will be less than the optimal level of output under certainty. This result is similar to, for example, Sandmo (1971), Appelbaum (1991), and Robison and Barry (1987). However, things become more complicated for multiple output situations. We shall come back to this issue shortly.

Whether or not the sufficient condition can be held falls in the range of empirical aspects and will be answered by the empirical study section later. From a theoretical point of view, the existence of \( R(\cdot) \) and its resultant \( MRP_j, \ j = 1, 2 \), deviates the optimal solutions from the standard competitive equilibrium, irrespective of bank managers’ risk attitudes. Analogous to imperfect competition, this gives rise to the distortion of resource allocation, leaving room for promoting economic efficiency.

As for the second-order conditions for a profit maximum, the following shows what is needed:

\[
\Pi_{11}^* = \frac{\partial \Pi^*}{\partial Y_1} = MR_{11} - C_{11}^* \leq 0,
\]  

(2.13)
\[ \Pi'_{22} = \frac{\partial \Pi'}{\partial Y_2} = MR_{22} - C'_{22} \leq 0, \]  
(2.14) 

\[ \Pi'_{12} = \Pi'_{21} = MR_{12} - C'_{12}, \]  
(2.15) 

and

\[ \Delta = \Pi'_{11} \Pi'_{22} - \Pi'_{12}^2 \geq 0, \]  
(2.16) 

where \( MR_{11} = \partial MR_1 / \partial Y_1 \), \( MR_{22} = \partial MR_2 / \partial Y_2 \), \( MR_{12} = \partial MR_1 / \partial Y_1 \), \( C'_{11} = \partial C_1 / \partial Y_1 \), \( \partial C'_{22} = \partial C_2 / \partial Y_2 \), and \( C'_{12} = C'_{21} = \partial C_1 / \partial Y_1 \). It can readily be shown that these second-order conditions will guarantee the supply functions of \( Y_1 \) and \( Y_2 \) go upward sloping with respect to expected own output prices, consistent with the standard results under certainty and with the case of a risk-averse firm. See, for example, Sandmo (1971), Appelbaum and Katz (1986), and Appelbaum and Ullah (1997). A detailed derivation on equations (2.13) to (2.16) and the proofs for a positive association between quantities supplied and the expected own prices are shown in Appendix 1.

By reference to equations (A9) to (A11) of Appendix 1, since the presence of uncertain output price \( P_1 \) alone will lower the expected marginal revenue \( \bar{P}_1 + MR_{11} \) \( \leq \bar{P}_1 \), it is anticipated that the optimal level of production for \( Y_1 \) will definitely decrease, whereas the effect on optimal \( Y_2 \) is ambiguous, depending on the sign of \( C'_{12} \). The reverse is true when \( P_2 \) alone is subject to uncertainty. If both output prices are subject to uncertainty and cause the expected marginal revenues to change by an equal amount, i.e., \( dP_1 = dP_2 \neq 0 \), then the effects on the optimal productions of \( Y_1 \) and \( Y_2 \) are both indeterminate, as shown by equations (A12) and (A13). A salient feature of the model worth mentioning is that once the unknown technology and risk parameters are empirically estimated, conditions (2.13) to (2.16) and (A9) to (A13) can be checked for each observation. Furthermore, the effects of \( dP_1 = dP_2 \neq 0 \) on the optimal production of both outputs can be evaluated.

3. **Empirical Specifications**

\[ ^5 \text{Note that term } MR_{11} \text{ is now equal to } \Phi^{-1}(T') \sigma_{11}^{-1/2} \leq 0 \text{ and equation (A4) reduces to } \Pi'_{12} = -C'_{12}. \]
In this section we deduce a non-linear simultaneous equation system in the first subsection, followed by the definitions of scale and scope economies.

3.1 Regression Equations

Substituting equation (2.1) into (2.11) and (2.12) and rearranging terms, we transform equation (2.1) into econometric specifications:

\[
P_{1it} = \frac{\partial C^*_i}{\partial Y_{1it}} - \Phi^{-1}(T^*) \sigma^{-1}(Y_{1it}\sigma_{11} + Y_{2it}\sigma_{12}) + v_{1it}, \tag{3.1}
\]

and

\[
P_{2it} = \frac{\partial C^*_i}{\partial Y_{2it}} - \Phi^{-1}(T^*) \sigma^{-1}(Y_{2it}\sigma_{22} + Y_{4it}\sigma_{12}) + v_{2it}, \tag{3.2}
\]

where subscript \( i = (1, \ldots, n) \) indexes firms and \( t = (1, \ldots, T) \) indexes time. The unobserved expected output prices \( \bar{P}_j \) have been successfully replaced by equivalent observable counterparts. Equations (3.1) and (3.2) are regression equations with dependent variables \( P_1 \) and \( P_2 \), while explanatory variables \( Y_1, Y_2 \), and input prices are embedded in the cost function \( C^* \) and the marginal risk premiums. All the regressands and regressors are observable. However, these regression equations are not estimable, unless the functional forms of the two marginal costs are specified a priori.

The translog cost function is widely used by numerous empirical researchers, which is a second-order approximation to a twice-differentiable arbitrary cost function. In line with the convention, we specify such a function that also accounts for input-oriented technical efficiency (TE) level, \( u_i \), as

\[
\ln C_{it} = \ln C^*_{it} + u_i + v_{3it}
\]

\[
= \alpha_0 + \sum_{j=1}^{2} \alpha_j \ln Y_j + \sum_{k=1}^{3} \beta_k \ln W_k + \frac{1}{2} \sum_{j=1}^{2} \sum_{m=1}^{2} \alpha_{jm} \ln Y_j \ln Y_m
\]

\[
+ \frac{1}{2} \sum_{k=1}^{3} \sum_{m=1}^{3} \beta_{km} \ln W_k \ln W_m + \sum_{j=1}^{3} \sum_{k=1}^{3} \gamma_{jk} \ln Y_j \ln W_k + u_i + v_{3it}, \tag{3.3}
\]

where \( C_{it} \) denotes the observed total expenditures of firm \( i \) at time \( t \). Some standard regularity conditions can be imposed directly on the cost function, which include (i) linear homogeneity

\[
\sum_{k=1}^{3} \beta_k = 1,
\]

\[
\sum_{m=1}^{3} \beta_{km} = 0, \quad k = 1, 2, 3,
\]

\[
\sum_{k=1}^{3} \gamma_{jk} = 0, \quad j = 1, 2,
\]
(ii) symmetry
\[ \beta_{km} = \beta_{mk}, \quad \forall \ k, m = 1, 2, 3, \]
\[ \alpha_{jm} = \alpha_{mj}, \quad \forall \ j, m = 1, 2. \]

There are ten restrictions that should be imposed during an estimation. Other regularity conditions, such as negative semi-definiteness, can be checked after estimating the cost function. Notation \( u_i \) represents the incremental (log) cost due to the presence of the input-oriented technical inefficiency, which will be regarded as the firm-specific fixed-effect later. Variable \( \nu_{1it} \) is the random disturbance required by regression equations.

Given that we have the translog cost function (3.3), the marginal cost functions of \( Y_1 \) and \( Y_2 \) can be derived straightforward. The structural coefficients of equations (3.1) through (3.3) can now be estimated simultaneously by the full information maximum likelihood (FIML) method.\(^6\) This system method is particularly suitable for non-linear simultaneous equations like the one here, since the second moments of the stochastic disturbances \( \nu_1 \) and \( \nu_2 \) emerge in the structural equations (3.1) and (3.2). Its estimators are shown to be consistent, asymptotically efficient, and their asymptotic distribution is normal. Notice that the proposed estimation procedure in effect amounts to estimating a profit function, because it involves both the revenue and cost side of bank operations. Moreover, the marginal cost functions derived by differentiating the translog cost function with respect to \( Y_1 \) and \( Y_2 \) have to be substituted into equations (3.1) and (3.2), thus allowing for the risk preferences and risk parameters to be consistent with profit maximization and the constraints on outputs imposed by the technology, i.e., the cost function.

Assuming that random vector \( V = (\nu_1, \nu_2, \nu_3)' \) is distributed as a multivariate normal, it is not difficult to derive the log-likelihood function for equations (3.1) to (3.3). Therefore, it is ignored.

3.2 Scale and Scope Economies

Two types of measure are going to be calculated.

1. Overall scale economies (OSE):
\[
OSE = \frac{C'(W,Y)}{\sum_{i=1}^{2} Y_i C_i'(W,Y)}. \tag{3.4}
\]

Returns to scale are increasing, constant, or decreasing, as \( OSE \) is greater than,

---

\(^6\) In fact, two out of the three cost share equations, implied by the translog cost function, can also be estimated simultaneously in order to improve the accuracy of the estimates. Unfortunately, this implies that all inefficiencies are technical in essence, excluding the possibility of allocative inefficiency. See Berger (1993).
equal to, or less than unity.

(2) Economies of Scope (SC):

Following Kim (1986), Mester (1996), and Huang and Wang (2004), scope economies are defined as
\[
SC = C'\left(Y'_i - \delta_1, \delta_2, W'\right) + C'\left(Y'_2, \delta_2, W'\right) - C'\left(Y', W'\right),
\]
where \(\delta_j, j=1, 2\), equals to 10% of the sample minimum of \(Y_j, j=1, 2\).

Scope economies or diseconomies are present if \(SC\) exceeds or falls short of zero.

4. Data Description

Following the intermediation approach, the current paper identifies two outputs and three inputs, extracted from the data bank of Taiwan Economic Journal. The sample period covers 1996 to 2002. Since some banks started their businesses after 1996, this unbalanced panel data set contains 49 commercial banks with sample size 324. The output entities are composed of investments \(Y_1\), which include government and corporate securities and stocks, and various short- and long-term loans \(Y_2\). All kinds of deposits and borrowed money \(X_1\), the number of full-time equivalent employees \(X_2\), and fixed assets net of depreciation \(X_3\) are categorized as inputs. Sample statistics of all variables are summarized in Table 4-1.

Table 4-1 reflects that output item \(Y_2\) is the main product of the sample banks, which is more than five times as much as output \(Y_1\) on average. In practice, a bank’s excess reserves are often used to make loans with distinct terms of maturity. The remaining reserves will be used to buy securities and stocks. It is evident that the sample banks earn profits through the process of transforming funds \(X_1\) into investments \(Y_1\) and loans \(Y_2\) due to the discrepancy among the prices of \(X_1, Y_1,\) and \(Y_2\). Input \(X_1\) appears to be the most important factor of production, because its average cost share is as high as 70%.

5. Empirical Results

This section first presents the parameter estimates of three econometric models. Subsection 5.2 computes the risk premiums. Subsection 5.3 analyzes the implications of TE estimates, while the last subsection calculates scale and scope economies and various elasticities of substitution.

5.1 Parameter Estimates

---

7 At the end of 2002, there were 53 domestic banks in Taiwan. We preclude the two industrial banks and two specialized banks from the sample, since their activities differ dramatically from commercial banks.
Since $T^*$ is a probability measure dependent upon the managers’ attitudes toward risk, it is not directly observable, but is estimable after parameterization. There are several alternative ways of doing so. We choose to associate the subjective probability with a linear trend as:

$$T^* = a_0 + a_t t, \quad t = 0, 1, \ldots, 6,$$

(5.1)

where $t$ denotes the linear trend equaling the sample year minus 1996 (the first year of the panel data) and $a_0$ and $a_t$ are unknown parameters, in which $a_t$ reflects the marginal change of the subjective probability over time. This is because changes in risk attitudes over a period before and after Asian financial crisis are fraught with important policy implications. Regulatory authorities should have some rigorous empirical evidence regarding the trend of bank managers’ risk preferences, in order to determine whether or not to impose tighter restrictions on loan-granting, new types of financial products, the establishment of new branches, and so on.

The current study estimates three different models using the same data. Model I is the primary model of interest, which consists of equations (3.1) through (3.3) and hence considers both uncertainty and TE. Model II assumes that bank managers are risk-neutral, i.e., $\Phi^{-1}(T^*) = 0$ and $T^* = 0.5$, while Model III is the conventional model under certainty and solely composed of equation (3.3). It is conceivable that comparisons of Model I with Model III and Model II with Model III will explain the significance of analyzing firm behavior under a risk setting. Structural coefficient estimates are summarized in Table 5.1 and the bank-specific fixed effect estimates are summarized in Appendix 2.

Model II deviates from Model I due to its arbitrary imposition of risk-neutrality on manager preferences, without any prior knowledge. It is anticipated that Model II suffers a possible problem of misspecification. Moreover, Model III ignores entirely firm production responses to output price risk. As firms are always experiencing various kinds of risk, many aspects of firm behavior cannot be explained in a world of complete certainty. Therefore, Model III may incur the same difficulty as Model II.

More than half of the parameters are significantly estimated at least at the 5% level. Note that we have tried to put an extra term of a quadratic trend in equation (5.1). However, its coefficient estimate is insignificant due possibly to the fact that the sample period spans only 7 years. Notation $T^*$ can also be formulated as firm-specific, which implies that 48 additional parameters (one of these firm-specific parameters has to be normalized to be zero) have to be estimated. We fail to make the likelihood function converge using many sets of initial values for the parameters.

---

8 Note that we have tried to put an extra term of a quadratic trend in equation (5.1). However, its coefficient estimate is insignificant due possibly to the fact that the sample period spans only 7 years. Notation $T^*$ can also be formulated as firm-specific, which implies that 48 additional parameters (one of these firm-specific parameters has to be normalized to be zero) have to be estimated. We fail to make the likelihood function converge using many sets of initial values for the parameters.

9 The linear time trend is originally included in the cost function of Model I to capture the effect of technical progress. Since its coefficient estimate is found to be insignificant, it is removed from all models.
level of significance for the three models. Using these estimates, we next check the standard regularity conditions, mentioned in Section 3. It is found that most of the sample points are consistent with the theory for these models. Although nearly all the fixed effect parameters of the first two models are insignificant, their joint null hypotheses that all the fixed effects are zeros are decisively rejected by the log-likelihood ratio tests. On the contrary, all the fixed-effect parameters of Model III are significantly estimated. These parameter estimates appear to be a good representative of a bank’s production technology and cost structure insofar as we now.

Both parameters $a_0$ and $a_i$ are estimated to be positive, while only the latter is significant at the 1% level. It is easily seen that the predicted values of $T^*$ within the sample period fall short of 0.5, implying that sample banks are classified as risk-aversers on average. However, since $T^*$ grows over time, the sample banks’ degrees of risk-aversion decline as time elapses. This may be attributed to a more market-oriented environment prompted by the enactment of the New Banking Law in 1989, which allowed new private commercial banks to enter the market in such a way as to enhance competition. It is naturally expected that individual banks must be more responsive and willing to take more active strategies for the sake of survival and expanding market shares. Consequently, the overall risk attitudes depart from risk-aversion. Model I enables us to capture the effects of risk on a firm’s equilibrium conditions.

The parameter estimates can be exploited to figure out interesting measures shown in equations (2.11) through (2.16) and (A9) through (A13). It is found that all $MRP_i$ ($i = 1, 2$) are negative for each observation, as expected. Their respective means are $-0.0504$ and $-0.0264$. Each estimated values of $\Pi_{11}$ and $\Pi_{22}$ are negative, while $\Pi_{12}$ is positive. Their respective means are $-1.7554 \times 10^{-9}$, $-4.4806 \times 10^{-11}$, and $2.3919 \times 10^{-10}$, which results in a positive determinant. Therefore, equations (A9) to (A13) are all positive on average. Consequently, if both output prices encounter uncertainty such that their prices fall by the same amount due to the emergence of $MRP_i$ ($i = 1, 2$), then it can be inferred that both optimal output quantities will fall, too, according to (A12) and (A13).

5.2 Estimated Risk Premiums

After obtaining the parameter estimates, we are ready to compute the index of risk-aversion, the value of the risk premium, and the RRP for each bank, using the

---

If we re-run Model I under the assumption of $a_i = 0$, then we come up with an estimate of 0.023 for $a_0$, which is significant at the 1% level and smaller than 0.5.
formulae of \( R(Y_1, Y_2) \) and (2.10). Their average values over time are presented in Table 5-2. Not surprisingly, the estimated index of risk-aversion declines as time grows. The estimated risk premium also declines over time in general, with the exception in 2001. The rate of the risk premium follows a similar pattern, except for 2002. The overall average of RRP is equal to 43.35%.

Such huge estimates of the risk-aversion index and the RRP reflect that, albeit sample banks’ risk aversion decreases over time, their degrees of risk aversion are still relatively high, on the one hand. By referring to equations (2.11) and (2.12), large risk premiums result in a large loss of economic efficiency, on the other hand. The outcome of high risk-aversion is acceptable and consistent with the reality in Taiwan. Commercial banks on the island place a heavy weight on loan collateral, when making bank-lending decisions, rather than on the business performance of the potential borrowers, not to mention the investment in venture capital. Bank attitudes toward risk may be characterized as highly risk-averse, which in turn leads bank management to practice safety first. The diminishing risk aversion over time is likely to be attributable to the success of financial deregulation, starting from 1989. Since then, up to 26 new privately-owned commercial banks have entered the market. In this more market-oriented and competitive environment bank managers cannot help but take higher risks, in order to survive and enlarge their market share. Economic welfare appears to be raised due to the enforcement of the deregulation policy.

5.3 Estimates of Efficiency Scores

Define fixed effect parameters of equation (3.3) as \( \alpha_i = \alpha_0 + u_i \). A fixed-effect treatment is useful, because it does not rely on the assumption that \( u_i \) is independent of \( v_{3ir} \) and all the regressors of equation (3.3). Let \( \alpha_{[1]} \leq \alpha_{[2]} \leq \cdots \leq \alpha_{[n]} \) be the population rankings of \( \alpha_i \), so \( \alpha_0 \leq \alpha_{[1]} \). Using the fixed effect estimates, we let \( \hat{\alpha} = \min \hat{\alpha}_i \) and \( \hat{u}_i = \hat{\alpha}_i - \hat{\alpha} \). As \( T \to \infty \) with \( n \) fixed, \( \hat{\alpha}_i \to \alpha_i \), \( \hat{\alpha} \to \alpha_{[1]} \), and then \( \hat{u}_i \to u^*_i = \alpha_i - \alpha_{[1]} \), such that \( \hat{u}_i \) evaluates inefficiency relative to the standard of the best practice bank in the sample. While the regulators and bank managers are interested in the existence of technical inefficiency, maybe its influence on costs is of greater concern. The individual estimates of \( \hat{u}_i \)’s are not shown to save space, but are available upon request to the authors. The three models’ average cost
efficiencies, $CE_i = \exp(-\hat{u}_i)$, are equal to 58.59%, 56.23%, and 67.88%, respectively.

The outcomes indicate that a fully technically efficient bank would employ about 59%, 56%, and 68% of resources currently used by a representative bank to produce an equal amount of output.

It is noteworthy that Model I and Model II appear to exemplify similar results on the TE measures. One is led to infer that differences in risk attitudes tend to exert little impact on the estimation of TE. The picture that emerges from Model III is quite different. It winds up with a much higher estimate of TE. However, this TE score is surprisingly close to the ones obtained by Huang and Wang (2002), who measured the TE score of Taiwan’s banking industry under certainty with a different data source by a number of parametric and non-parametric approaches.\footnote{In particular, their TE scores derived from the fixed-effect and the random effect models are about 65.4% and 67.1%, respectively.} It is seen that the econometric model under certainty is inclined to draw higher TE estimates than the model under risk. This may be accredited to the fact that a risk-averse profit-maximizing bank seeks to compromise its goals in response to output price risk by reducing the amount of output somewhat. The deliberate reduction in output quantities is not without cost. Such a decision prompts the actual level of production to go farther away from the efficient frontier than would otherwise be for the same bank under certainty. A lower TE score results in the sequel. The above argument is indeed justified by looking at equations (2.11) and (2.12).

5.4 Economies of Scale and Scope Estimating Results

The coefficient estimates can be used to characterize the dual cost function and the underlying production technology. Overall economies of scale and product mix for each year are calculated and shown in Tables 5-3 and 5-4. A measure of $OSE$ provides useful information to regulators and managers in assessing the potential benefits of mergers and acquisitions. The estimates of $OSE$ from Model I decline slightly during the sample period, while all estimates exceed unity, implying that economies of size prevail in the entire industry. This possible cost advantage resulting from scale economies seems not to be exhausted as the $OSE$ estimates decrease very slowly with the expansion of the industry over time.

The other two models reach quite different results. The estimates of $OSE$ from Models II and III are insignificantly different from unity, i.e., sample banks exhibit constant returns to scale. They are already producing at the minimum point of the long-run average cost curve. No further decrease in average cost is possible, other things being constant. Risk attitudes are inclined to affect the $OSE$ measures.
Based on equations (2.11) and (2.12), banks cut their optimal outputs in response to risk due to the emergence of terms \( MRP_i \), \( i = 1, 2 \), leading banks’ output quantities to be under-produced so that their production scale tends to locate on the decreasing portion of the long-run average curve. In contrast, Models II and III do not have the terms \( MRP_i \) shown in their first-order conditions.\(^{12}\) Hence, their profit-maximizing outputs are apt to be higher than Model I’s, making their productions’ scales closer to the optimal plant size.

Figures from Models I and II, shown in Table 5-4, draw a different picture from those of Model III. The first two models’ evidence suggests that it is not profitable for banks to produce all types of output jointly, which is consistent with Huang and Wang (2004), who employed the Fourier flexible cost function to examine the panel data on 22 domestic banks in Taiwan with a different data source from the one here. Neither scope economies nor scope diseconomies are found by Model III, which is in compliance with the findings of Huang and Wang (2001) using the same standard fixed-effect model under certainty. It may be viable for risk-averse banks to specialize in the production of either loans or investments. The rejection of joint production is ascribable to the output price uncertainty, which shrinks the optimal level of output and prevents the advantage of cost reductions due to products’ diversification from being effective. This argument seems to be confirmed by Model III in which both products are over-manufactured in terms of the equilibrium outputs under risk, while the total cost of joint production does not deviate significantly from the sum of the total costs incurred by two specialized banks producing the same level of outputs.\(^{13}\)

We also calculate the own price elasticities for the three factors of production. All figures are negative, consistent with microeconomic theory. In addition, the computed Allen-Uzawa partial elasticities of substitution unanimously reflect that the pairs of inputs \( (X_1, X_2) \) and \( (X_2, X_3) \) are substitutable by the three models.\(^{14}\)

---

\(^{12}\) It is important to note that Model II is still affected by the joint probability distribution of random prices \( P_1 \) and \( P_2 \).

\(^{13}\) We also compute the measures of cost complementarities, proposed by Baumol et al. (1982). Similar implications to the estimates of scope economies can be drawn and, hence, are overlooked to save space.

\(^{14}\) The commonly-used Allen-Uzawa partial elasticity of substitution between inputs \( i \) and \( j \) is defined as

\[ S_{ij} = \frac{C_i'C_j}{C_i'C_j} = \frac{\partial \ln C_i}{W_iC_i'} \frac{\partial \ln W_j}{C_j',} \quad i \neq j, \quad i, j = 1, 2, 3, \]  

(3.6)
Model I claims that inputs $X_1$ and $X_3$ are complements, while Models II and III disagree. These numbers are not shown, but are available upon request to the authors.

6. Concluding Remarks

The current paper proposes a behavioral model of profit maximization under output prices’ uncertainty and safety-first practice. The adopted theoretical model allows for multiple output prices to be stochastic, which is particularly useful in examining financial institutions, such as banks and insurance companies, whose output prices are usually subject to various risks like loan defaults and investment losses. It is therefore necessary to formally consider managers’ risk preferences in order to correctly characterize the influences of risk on a decision-making unit’s equilibrium conditions. In the context of the theoretical model, a system of simultaneous equations is deduced, consisting of a cost and two price equations. The system of equations is in accordance with the assumption of profit maximization and contains extra insightful information on the level of risk and the decision maker’s level of risk aversion. What is more important is that both the levels of risk and risk aversion take an explicit form and, hence, are estimable. Their estimates can be further used to calculate the amount of risk premiums that represents additional costs, which are responsible for the reduction of economic well-being and the fall of outputs.

Given that the subjective probability is significantly estimated and that the risk-averse and safety-first bank behaviors are compatible with the data, Model I -- accounting for the effects of risk -- is more relevant than the other two models. Since the risk premiums are found to be quite substantial and gradually decreasing over time, the creations of a more orderly and responsive financial system and of more transparent banking practices can help lower production costs and promote economic efficiency. However, risk attitudes are found to have little impact on a bank’s TE estimates. In addition, Model III, derived under certainty, tends to overestimate the TE scores.

Evidence is found that overall scale economies prevail in the banking sector of Taiwan, based on the risk-averse Model I. It is advantageous to expand a bank’s production scale through, for example, mergers and acquisitions, indicating that the

$$
\text{where } C_i' = \frac{\partial C'}{\partial W_i}, \text{ and } C_y' = \frac{\partial^2 C'}{\partial W_i \partial W_j}. \text{ If } S_y \text{ is greater (less) than zero, then the two inputs are said to be substitutes (complements). The own price elasticities } S_i, \text{ } i = 1, 2, 3, \text{ must be negative in congruent with standard theory.}
$$
current level of outputs is deficient. At the same time, Models II and III uncover that sample banks are producing at their minimum long-run average cost. Constant returns to scale are pervasive in the sector, while attitudes toward risk play a pivotal role in the determination of an optimal scale of production. A risk-averse decision maker should alternatively pick a larger plant size to take full advantage of scale economies. Based on the estimates of scope economies, it is conservatively inferred that joint production is not preferable. To sum up, the empirical study reveals that a specialized bank providing either loans or investments with a larger scale of production will be better off. This is especially true when banks are undergoing uncertain output prices of all kinds.

This paper extends the theory of a firm to account for responses to multiple output prices’ risk in such a way as to enrich the theoretical framework, to gain further insights on a firm’s behavior, and to broaden our capacity in conducting rigorous empirical research. Researchers should have quantitative evidence through empirical studies to justify the economic implications drawn from a theoretical model and to evaluate the welfare and performance effects of uncertain output prices on cost reductions, optimal output quantities, technical efficiency, and scale and scope economies. Future research could further generalize to examine the cases of multiple input prices’ risk and quality of input risk.
Appendix 1. Derivation of the Second-order Conditions and Comparative Static

Rewrite equations (2.11) and (2.12) as

\[ \Pi_1^* = \bar{P}_1 + \Phi^{-1} \left( Y_1^2 \sigma_{11} + Y_2^2 \sigma_{22} + 2Y_1Y_2\sigma_{12} \right)^{-1} (Y\sigma_{11} + Y\sigma_{12}) - C_1^* = 0 , \]  \hspace{1cm} (A1)

and

\[ \Pi_2^* = \bar{P}_2 + \Phi^{-1} \left( Y_1^2 \sigma_{11} + Y_2^2 \sigma_{22} + 2Y_1Y_2\sigma_{12} \right)^{-1} (Y\sigma_{22} + Y\sigma_{12}) - C_2^* = 0 . \]  \hspace{1cm} (A2)

Taking partial differentiations with respect to \( Y_1 \) and \( Y_2 \), one obtains

\[ \Pi_{11}^* = -\Phi^{-1} \sigma^{-3} (Y_1 \sigma_{11} + Y_2 \sigma_{12})^2 + \Phi^{-1} \sigma^{-1} \sigma_{11} - C_{11}^* \leq 0 \]  \hspace{1cm} (A3)

\[ \Pi_{12}^* = -\Phi^{-1} \sigma^{-3} (Y_1 \sigma_{11} + Y_2 \sigma_{12}) (Y_2 \sigma_{22} + Y_1 \sigma_{12}) + \Phi^{-1} \sigma^{-1} \sigma_{12} - C_{12}^* \]  \hspace{1cm} (A4)

\[ \Pi_{22}^* = -\Phi^{-1} \sigma^{-3} (Y_2 \sigma_{22} + Y_1 \sigma_{12})^2 + \Phi^{-1} \sigma^{-1} \sigma_{22} - C_{22}^* \leq 0 . \]  \hspace{1cm} (A5)

Let us perform the comparative static study to find the slopes of the two supply functions \( Y_1 \) and \( Y_2 \). By totally differentiating equations (A1) and (A2) and through some manipulations, we get

\[ \Pi_{11}^* dY_1 + \Pi_{12}^* dY_2 = -d\bar{P}_1 , \]  \hspace{1cm} (A7)

and

\[ \Pi_{12}^* dY_1 + \Pi_{22}^* dY_2 = -d\bar{P}_2 , \]  \hspace{1cm} (A8)

or in matrix form

\[ \begin{bmatrix} \Pi_{11}^* & \Pi_{12}^* \\ \Pi_{12}^* & \Pi_{22}^* \end{bmatrix} \begin{bmatrix} dY_1 \\ dY_2 \end{bmatrix} = \begin{bmatrix} -d\bar{P}_1 \\ -d\bar{P}_2 \end{bmatrix} . \]

It can be shown that

\[ \frac{dY_1}{d\bar{P}_1} = -\frac{-\Pi_{22}^*}{\Delta} \geq 0 , \]  \hspace{1cm} (A9)

\[ \frac{dY_2}{d\bar{P}_1} = \frac{\Pi_{12}^*}{\Delta} = \frac{dY_1}{d\bar{P}_2} , \]  \hspace{1cm} (A10)

and

\[ \frac{dY_2}{d\bar{P}_2} = -\frac{-\Pi_{11}^*}{\Delta} \geq 0 . \]  \hspace{1cm} (A11)

The supply functions are upward sloping if the second-order conditions for maximizing profit are satisfied.
It is interesting to note that if \( d\vec{P}_1 = d\vec{P}_2 \), then

\[
\begin{align*}
\frac{dY'_1}{d\vec{P}} \bigg|_{d\vec{P}_1 = d\vec{P}_2} &= \begin{vmatrix} -1 & \Pi'_{12} \\ -1 & \Pi'_{22} \end{vmatrix} = \frac{-\Pi'_{22} + \Pi'_{12}}{\Delta}, \\
\end{align*}
\]

(A12)

and

\[
\begin{align*}
\frac{dY'_2}{d\vec{P}} \bigg|_{d\vec{P}_1 = d\vec{P}_2} &= \begin{vmatrix} \Pi'_{11} & -1 \\ \Pi'_{12} & -1 \end{vmatrix} = \frac{-\Pi'_{11} + \Pi'_{12}}{\Delta}.
\end{align*}
\]

(A13)

The signs of (A12) and (A13) are indeterminate and depend on the sign of \( \Pi'_{12} \) and its magnitude.
### Appendix 2. Fixed-Effect Estimates

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>(U1)</td>
<td>10.1429</td>
<td>8.6820</td>
<td>33.6250***</td>
</tr>
<tr>
<td></td>
<td>(7.2385)</td>
<td>(7.8494)</td>
<td>(9.8898)</td>
</tr>
<tr>
<td>(U2)</td>
<td>10.4194</td>
<td>9.0875</td>
<td>33.8980***</td>
</tr>
<tr>
<td></td>
<td>(7.2507)</td>
<td>(7.8626)</td>
<td>(9.9031)</td>
</tr>
<tr>
<td>(U3)</td>
<td>11.1450</td>
<td>8.8633</td>
<td>34.0105***</td>
</tr>
<tr>
<td></td>
<td>(7.2145)</td>
<td>(7.8209)</td>
<td>(9.7696)</td>
</tr>
<tr>
<td>(U4)</td>
<td>10.7288</td>
<td>9.1172</td>
<td>34.1567***</td>
</tr>
<tr>
<td></td>
<td>(7.2233)</td>
<td>(7.8267)</td>
<td>(9.8978)</td>
</tr>
<tr>
<td>(U5)</td>
<td>10.9419</td>
<td>8.9971</td>
<td>34.9107***</td>
</tr>
<tr>
<td></td>
<td>(7.2224)</td>
<td>(7.7980)</td>
<td>(9.8768)</td>
</tr>
<tr>
<td>(U6)</td>
<td>11.0553</td>
<td>9.1732</td>
<td>33.8978***</td>
</tr>
<tr>
<td></td>
<td>(7.2309)</td>
<td>(7.8225)</td>
<td>(9.8100)</td>
</tr>
<tr>
<td>(U7)</td>
<td>10.0166</td>
<td>9.1714</td>
<td>34.1792***</td>
</tr>
<tr>
<td></td>
<td>(7.2353)</td>
<td>(7.8227)</td>
<td>(9.8321)</td>
</tr>
<tr>
<td>(U8)</td>
<td>10.9876</td>
<td>9.0689</td>
<td>34.1368***</td>
</tr>
<tr>
<td></td>
<td>(7.2540)</td>
<td>(7.8237)</td>
<td>(9.8391)</td>
</tr>
<tr>
<td>(U9)</td>
<td>10.9901</td>
<td>9.1594</td>
<td>34.1665***</td>
</tr>
<tr>
<td></td>
<td>(7.2462)</td>
<td>(7.8328)</td>
<td>(9.8412)</td>
</tr>
<tr>
<td>(U10)</td>
<td>10.7136</td>
<td>9.1088</td>
<td>34.1166***</td>
</tr>
<tr>
<td></td>
<td>(7.2275)</td>
<td>(7.8154)</td>
<td>(9.8887)</td>
</tr>
<tr>
<td>(U11)</td>
<td>10.8821</td>
<td>9.1428</td>
<td>34.2518***</td>
</tr>
<tr>
<td></td>
<td>(7.2188)</td>
<td>(7.8408)</td>
<td>(9.8959)</td>
</tr>
<tr>
<td>(U12)</td>
<td>10.8317</td>
<td>9.2735</td>
<td>34.2899***</td>
</tr>
<tr>
<td></td>
<td>(7.2523)</td>
<td>(7.8461)</td>
<td>(9.9281)</td>
</tr>
<tr>
<td>(U13)</td>
<td>10.6282</td>
<td>9.1509</td>
<td>34.1494***</td>
</tr>
<tr>
<td></td>
<td>(7.2502)</td>
<td>(7.8484)</td>
<td>(9.9351)</td>
</tr>
<tr>
<td>(U14)</td>
<td>10.8071</td>
<td>9.1923</td>
<td>34.0124***</td>
</tr>
<tr>
<td></td>
<td>(7.2627)</td>
<td>(7.8429)</td>
<td>(9.8624)</td>
</tr>
<tr>
<td>(U15)</td>
<td>10.3861</td>
<td>9.1729</td>
<td>33.9731***</td>
</tr>
<tr>
<td></td>
<td>(7.2589)</td>
<td>(7.8632)</td>
<td>(9.9285)</td>
</tr>
<tr>
<td>(U16)</td>
<td>10.5274</td>
<td>9.4329</td>
<td>34.1295***</td>
</tr>
<tr>
<td></td>
<td>(7.2516)</td>
<td>(0.00001)</td>
<td>(9.9298)</td>
</tr>
<tr>
<td>(U17)</td>
<td>10.4046</td>
<td>9.5763</td>
<td>33.9182***</td>
</tr>
<tr>
<td></td>
<td>(7.2473)</td>
<td>(7.8680)</td>
<td>(9.9445)</td>
</tr>
<tr>
<td>(U18)</td>
<td>10.2492</td>
<td>9.4770</td>
<td>34.1090***</td>
</tr>
<tr>
<td></td>
<td>(7.2456)</td>
<td>(7.8646)</td>
<td>(9.9275)</td>
</tr>
<tr>
<td>(U19)</td>
<td>10.4523</td>
<td>9.3651</td>
<td>34.2390***</td>
</tr>
<tr>
<td></td>
<td>(7.2138)</td>
<td>(7.8532)</td>
<td>(9.9113)</td>
</tr>
<tr>
<td>(U20)</td>
<td>10.9999</td>
<td>9.3631</td>
<td>33.8064***</td>
</tr>
<tr>
<td></td>
<td>(7.2468)</td>
<td>(7.8785)</td>
<td>(9.8859)</td>
</tr>
<tr>
<td>(U21)</td>
<td>9.8758</td>
<td>9.2889</td>
<td>33.6799***</td>
</tr>
<tr>
<td></td>
<td>(7.2506)</td>
<td>(7.8588)</td>
<td>(9.8821)</td>
</tr>
<tr>
<td>(U22)</td>
<td>10.2476</td>
<td>9.3023</td>
<td>34.0389***</td>
</tr>
<tr>
<td></td>
<td>(7.2492)</td>
<td>(7.8750)</td>
<td>(9.9338)</td>
</tr>
<tr>
<td>(U23)</td>
<td>10.2963</td>
<td>9.3001</td>
<td>34.0657***</td>
</tr>
<tr>
<td></td>
<td>(7.2507)</td>
<td>(7.8658)</td>
<td>(9.9307)</td>
</tr>
<tr>
<td>(U24)</td>
<td>9.9038</td>
<td>9.2034</td>
<td>33.7040***</td>
</tr>
<tr>
<td></td>
<td>(7.2550)</td>
<td>(7.8780)</td>
<td>(9.9288)</td>
</tr>
<tr>
<td>(U25)</td>
<td>10.0513</td>
<td>9.4485</td>
<td>33.9191***</td>
</tr>
</tbody>
</table>

Note: Numbers in parentheses are standard errors. ***: Significant at the 1% level.
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<table>
<thead>
<tr>
<th>Table 4-1. Sample Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable Name</td>
</tr>
<tr>
<td>Investments (Y₁)</td>
</tr>
<tr>
<td>Loans (Y₂)</td>
</tr>
<tr>
<td>Price of Y₁ (P₁)</td>
</tr>
<tr>
<td>Price of Y₂ (P₂)</td>
</tr>
<tr>
<td>Net Fixed Assets (X₃)</td>
</tr>
<tr>
<td>Deposits and Borrowed Money (X₁)</td>
</tr>
<tr>
<td>Full-Time Equivalent Employees (X₂)</td>
</tr>
<tr>
<td>Price of X₃ (W₃)</td>
</tr>
<tr>
<td>Price of X₁ (W₁)</td>
</tr>
<tr>
<td>Price of X₂ (W₂)</td>
</tr>
<tr>
<td>Total Costs</td>
</tr>
<tr>
<td>Cost Share of X₃</td>
</tr>
<tr>
<td>Cost Share of X₁</td>
</tr>
</tbody>
</table>

* Measured in thousands of New Taiwan’s Dollars, deflated by CPI with base year 2001.

Number of Observations: 324.
Table 5-1. Parameter Estimates

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (Standard Error)</td>
<td>Estimate (Standard Error)</td>
<td>Estimate (Standard Error)</td>
</tr>
<tr>
<td>( \sigma_{11} )</td>
<td>0.0022** (6.72E-05)</td>
<td>0.0003** (1.35E-04)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{22} )</td>
<td>0.0002** (2.00E-05)</td>
<td>0.00003** (4.27E-05)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{33} )</td>
<td>0.0262** (2.14E-03)</td>
<td>0.0054** (0.0006)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{12} )</td>
<td>0.0001 (6.76E-05)</td>
<td>0.00001 (1.10E-04)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{23} )</td>
<td>0.0011** (1.57E-04)</td>
<td>-0.0003** (4.85E-04)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{13} )</td>
<td>0.0005 (1.11E-03)</td>
<td>-0.0002 (0.0002)</td>
<td></td>
</tr>
<tr>
<td>( \ln y_1 )</td>
<td>-0.5325** (0.0536)</td>
<td>-0.5757** (0.0680)</td>
<td>1.3027*** (0.4693)</td>
</tr>
<tr>
<td>( \ln y_2 )</td>
<td>0.7343** (0.3618)</td>
<td>0.7892** (0.3542)</td>
<td>-4.9092*** (0.8773)</td>
</tr>
<tr>
<td>( \ln y_3 )</td>
<td>0.4893 (0.4776)</td>
<td>1.2586** (0.4700)</td>
<td>-0.0935 (0.4020)</td>
</tr>
<tr>
<td>( \ln w_1 )</td>
<td>0.7240 (1.1415)</td>
<td>0.6839 (1.0636)</td>
<td>-1.2536* (0.6719)</td>
</tr>
<tr>
<td>( \ln y_1^2 )</td>
<td>-0.0450** (0.0032)</td>
<td>-0.0104** (0.0044)</td>
<td>0.1631*** (0.0331)</td>
</tr>
<tr>
<td>( \ln y_1 \ln y_2 )</td>
<td>0.0451** (0.0028)</td>
<td>0.0125** (0.0057)</td>
<td>-0.2852*** (0.0384)</td>
</tr>
<tr>
<td>( \ln y_2^2 )</td>
<td>-0.0725** (0.0137)</td>
<td>-0.0400** (0.0107)</td>
<td>0.6249*** (0.0504)</td>
</tr>
<tr>
<td>( \ln w_1 \ln w_2 )</td>
<td>-0.0277 (0.0529)</td>
<td>-0.0195 (0.0323)</td>
<td>0.0247 (0.0271)</td>
</tr>
<tr>
<td>( \ln w_1 \ln w_3 )</td>
<td>0.0899 (0.0566)</td>
<td>0.0680 (0.0477)</td>
<td>0.0409 (0.0366)</td>
</tr>
<tr>
<td>( \ln w_2 \ln w_3 )</td>
<td>0.0834 (0.1066)</td>
<td>0.0954 (0.0789)</td>
<td>0.1671*** (0.0650)</td>
</tr>
<tr>
<td>( \ln w_1 \ln y_1 )</td>
<td>0.0018 (0.0037)</td>
<td>0.0017 (0.0043)</td>
<td>-0.0310** (0.0152)</td>
</tr>
<tr>
<td>( \ln w_2 \ln y_1 )</td>
<td>-0.0479** (0.0065)</td>
<td>-0.0629** (0.0066)</td>
<td>-0.1198*** (0.0395)</td>
</tr>
<tr>
<td>( \ln w_1 \ln y_2 )</td>
<td>-0.0540** (0.0131)</td>
<td>-0.0911** (0.0114)</td>
<td>0.0320 (0.0207)</td>
</tr>
<tr>
<td>( \ln w_2 \ln y_2 )</td>
<td>-0.6190 (0.0335)</td>
<td>0.0039 (0.0286)</td>
<td>0.1110** (0.0509)</td>
</tr>
<tr>
<td>( k_0 )</td>
<td>0.0025 (0.0026)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( k_1 )</td>
<td>0.0057** (0.0023)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Log likelihood: 2530.00, 2440.37, 268.963

Note: Numbers in parentheses are standard errors.
*: Significant at the 10% level. **: Significant at the 5% level.
***: Significant at the 1% level.
### Table 5-2. Estimated Average Risk Premiums

<table>
<thead>
<tr>
<th>Year</th>
<th>Index of Risk-aversion ($-\Phi^{-1}(T^*)$)</th>
<th>Risk Premium (Millions of 2001 NT dollars)</th>
<th>Rate of Risk Premium (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>2.81</td>
<td>12244.7</td>
<td>47.72</td>
</tr>
<tr>
<td>1997</td>
<td>2.40</td>
<td>10426.3</td>
<td>46.84</td>
</tr>
<tr>
<td>1998</td>
<td>2.20</td>
<td>10287.0</td>
<td>41.94</td>
</tr>
<tr>
<td>1999</td>
<td>2.06</td>
<td>9844.0</td>
<td>41.05</td>
</tr>
<tr>
<td>2000</td>
<td>1.95</td>
<td>9245.5</td>
<td>40.24</td>
</tr>
<tr>
<td>2001</td>
<td>1.86</td>
<td>9305.1</td>
<td>40.58</td>
</tr>
<tr>
<td>2002</td>
<td>1.79</td>
<td>9111.4</td>
<td>46.14</td>
</tr>
<tr>
<td>Total</td>
<td>2.15</td>
<td>10001.8</td>
<td>43.35</td>
</tr>
</tbody>
</table>

Standard deviations are shown in the parentheses.

### Table 5-3. Estimated Scale Economies

<table>
<thead>
<tr>
<th>Year</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi^{<em>1}(T^</em>)$</td>
<td>$\phi^{<em>2}(T^</em>)$</td>
<td>$\phi^{<em>3}(T^</em>)$</td>
</tr>
<tr>
<td>1996</td>
<td>1.6344 (0.1419)</td>
<td>1.0125 (0.0954)</td>
<td>1.3224 (0.3899)</td>
</tr>
<tr>
<td>1997</td>
<td>1.6248 (0.1369)</td>
<td>1.0075 (0.0912)</td>
<td>1.2926 (0.3694)</td>
</tr>
<tr>
<td>1998</td>
<td>1.6607 (0.1325)</td>
<td>1.0245 (0.0849)</td>
<td>1.2878 (0.3622)</td>
</tr>
<tr>
<td>1999</td>
<td>1.6348 (0.1454)</td>
<td>1.0119 (0.0890)</td>
<td>1.7462 (3.3590)</td>
</tr>
<tr>
<td>2000</td>
<td>1.6198 (0.1375)</td>
<td>1.0050 (0.0864)</td>
<td>1.3682 (1.0412)</td>
</tr>
<tr>
<td>2001</td>
<td>1.6175 (0.1421)</td>
<td>1.0075 (0.0925)</td>
<td>1.2655 (0.4170)</td>
</tr>
<tr>
<td>2002</td>
<td>1.5563 (0.1290)</td>
<td>0.9836 (0.0852)</td>
<td>1.2463 (0.3614)</td>
</tr>
<tr>
<td>Total</td>
<td>1.6205 (0.1399)</td>
<td>1.0072 (0.0891)</td>
<td>1.3633 (1.3891)</td>
</tr>
</tbody>
</table>

Standard deviations are shown in the parentheses.
<table>
<thead>
<tr>
<th>Year</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>-0.4783</td>
<td>-0.4460</td>
<td>112.8668</td>
</tr>
<tr>
<td></td>
<td>(0.2048)</td>
<td>(0.0091)</td>
<td>(152.1470)</td>
</tr>
<tr>
<td>1997</td>
<td>-0.5086</td>
<td>-0.4579</td>
<td>108.4501</td>
</tr>
<tr>
<td></td>
<td>(0.1732)</td>
<td>(0.1485)</td>
<td>(134.5630)</td>
</tr>
<tr>
<td>1998</td>
<td>-0.5415</td>
<td>-0.4633</td>
<td>124.5633</td>
</tr>
<tr>
<td></td>
<td>(0.1580)</td>
<td>(0.1396)</td>
<td>(180.1169)</td>
</tr>
<tr>
<td>1999</td>
<td>-0.5524</td>
<td>-0.4777</td>
<td>173.1856</td>
</tr>
<tr>
<td></td>
<td>(0.1625)</td>
<td>(0.1590)</td>
<td>(451.1860)</td>
</tr>
<tr>
<td>2000</td>
<td>-0.5581</td>
<td>-0.4870</td>
<td>124.8660</td>
</tr>
<tr>
<td></td>
<td>(0.1795)</td>
<td>(0.1541)</td>
<td>(233.7306)</td>
</tr>
<tr>
<td>2001</td>
<td>-0.5799</td>
<td>-0.5195</td>
<td>150.2352</td>
</tr>
<tr>
<td></td>
<td>(0.1700)</td>
<td>(0.1435)</td>
<td>(287.8381)</td>
</tr>
<tr>
<td>2002</td>
<td>-0.6255</td>
<td>-0.6100</td>
<td>218.6583</td>
</tr>
<tr>
<td></td>
<td>(0.1622)</td>
<td>(0.1335)</td>
<td>(495.7142)</td>
</tr>
<tr>
<td>Total</td>
<td>-0.5516</td>
<td>-0.4964</td>
<td>146.0026</td>
</tr>
<tr>
<td></td>
<td>(0.1765)</td>
<td>(0.1588)</td>
<td>(311.2756)</td>
</tr>
</tbody>
</table>

Standard deviations are shown in the parentheses.