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Abstract — This report is to present some results of the project funded by National Science Council from 2003 to 2006. Our objectives are mainly to explore and find new techniques in physical design, including floorplanning/placement and clock tree physical synthesis, for low power demand. In this report, we will demonstrate the effectiveness of our execution in three years [42], [34], [9], including additional publications [10], [11], [23], [54], [53]. In the first part, we show some results in improving clustered voltage scaling by better power-timing slack sensitivity strategy [42]. We further generate voltage islands for low power designs with performance constraints consideration in second part [34]. As for the third part, we present a methodology for low power clock tree synthesis by transition time manipulation from library study [9].

I. A MORE EFFECTIVE POWER-TIMING SENSITIVITY METRIC IN DUAL VDD ASSIGNMENT OF LOW POWER VLSI ARITHMETICS

Power consumption problem has been critical for a long time. It increases the design difficulty for battery powered applications, and also affects ordinary designs in terms of time to market, cost, and reliability. Clustered Voltage Scaling (CVS) is an effective way to reduce IC power consumption. CVS utilizes the excess time slacks within circuits and trade them for power reduction. Methods based on CVS for saving power have been studied for years. In this work, we study the previous approaches and propose an improved CVS method called Bilateral CVS (BCVS). BCVS is a general Clustered Voltage Scaling method which subsumes both CVS and ECVS (also GECVS), and also includes a more effective priority criterion metric in power-timing slack sensitivity. The experimental results show that previous CVS approaches, especially GECVS [30], save substantial power in some arithmetic cell-based designs. Among all approaches, BCVS outperforms GECVS 13% power saving in a 32-bit multiplier under our experimental setup with level converter insertion consideration.

A. Background and Objective

Power dissipation is an important design parameter in the design of microelectronic circuits nowadays, especially in portable computing devices and personal communication applications, also in battery powered applications. A design might be considered not valuable because it consumes too much power. Thus the low power skills become more significant than before [14]. Since dynamic power dissipation in CMOS circuits is directly proportional to the square of the supply voltage (VDD), reduction in VDD can lower the power dissipation considerably. Voltage scaling, sometimes with dual threshold voltage [5], [2], [29], [28], is one of the most effective techniques in reducing the power consumption of CMOS circuits. However, decreasing VDD leads to increase in circuit delay. In the designs of most microprocessors or ASIC chips, the operating frequency is set by the design specification according to the target market. The timing constraints in chips are in turn set by the operating frequency. Designers need to optimize designs to reduce power consumption within the specified timing constraints. If the supply voltage is reduced while $V_{TH}$ remains constant, the critical-path delay will not meet the timing constraints (Fig.1).

Clustered voltage scaling (CVS) is a technique which partially reduces the supply voltage. It utilizes the excess time slack within circuits and then trades the time slack for power saving. Methods based on CVS for saving power have been studied for years, including [46], [48], [30], [47], [8]. [46] was one of the original papers discussing CVS. Due to some limitation in inserting level converter [22], [48] improved CVS in inserting non-flip-flop-type level converters. Not greedily enough, [30] found a way to assign power-timing slack sensitivity (propagation priority) to further improve power saving. However, due to mixed information in the sensitivity assigned for dual VDD assignment, it will not obtain tremendous power saving at all times.

In this work, we propose an improved power-timing slack sensitivity strategy for dual VDD assignment. Our main contributions are as follows. First, we have studied previous
CVS techniques and experimented on some arithmetic circuits under our experimental setup. We further demonstrate the effectiveness of those approaches, like in [30]. Second, due to our improved propagation priority from [30], we obtain more power saving with our greedy based bilateral CVS (BCVS). Among all approaches, BCVS outperforms GECVS 13% power saving in a 32-bit multiplier under our experimental setup with level converter insertion consideration.

B. Clustered Voltage Scaling Techniques

In the following subsections, we briefly describe three earlier VDD assignment methodologies for low power design and give our problem formulation.

1) Cluster Voltage Scaling (CVS): As shown in Fig. 1, the output arrival time of a circuit usually distributes over a range. After lowering down the supply voltage for low power operation, the output arrival time migrates to a slower range. If the required timing constraint lies on an interval, such as 5.5∼6ns in the shown case, we might fail to find a low power solution in total supply scaling down (voltage island [31] for a subcircuit).

Clustered Voltage Scaling (CVS), firstly proposed by Usami et al. [46], is a simple and practical technique for low power design. The essence of CVS is based on the utilization of excess timing slack in synchronous circuits. It relies on the inner excess time slack inside circuit blocks. Since most circuits have a critical path and other non-critical paths, we usually have the opportunity to minimize power consumption by virtue of CVS.

However we can not make a gate supplied by $VDD_L$ directly fan out to another gate which is supplied by $VDD_H$. As shown in Fig. 2, the sub-threshold current, or even worse, a static turn-on current, would nullify the efforts done to power saving. We need level converters [22] to shift up signal voltage level so as to drive the succeeding logic gates. Unfortunately, such circuits are relatively large and power consumptive. They form the main overhead of clustered-type multiple-supply-voltage (MSV) low power designs when we try to drive $VDD_H$ gates with $VDD_L$ gates for possibly more power saving.

Usami et al. used a kind of specially designed flip-flop with built-in level conversion (LCFF) in their CVS technique [46]. To save the overhead induced by level converters, the original CVS paper proposed an algorithm that performs Depth-First-Search (DFS) from each output pins backward toward the input pins to achieve a converter-free solution.

2) Extended Clustered-Voltage-Scaling (ECVS): Usami et al. had proposed two ways to improve CVS in [48] due to the limitation of using level converters between flip-flops. First, they allowed the insertion of level converter. ECVS algorithm extends CVS algorithm with a hill-climbing possibility. The $VDD_L$ assignment to some cell on the path from one flip-flop to another flip-flop was performed if it was feasible (considering the cost of level converter insertion, if necessary) and the total power consumption increment was within a margin, apply it. Second, they applied the concept of the stage level of gates, instead of original DFS operation, as a new way to decide the order of $VDD_L$ assignments. They labeled gates and sorted the labeled number as the priority of $VDD_L$ assignment.

3) Greedy-ECVS (GECVS): More recently, Kulkarni et al. proposed a way to further improve ECVS in [30]. They put emphasis on the priority of $VDD_L$ assignment. They introduced a concept of power-timing slack sensitivity measurement for further power minimization. They defined the sensitivity of a gate ‘x’ as:

$$Sensitivity_x = \frac{\Delta \text{Power} \times \text{slack at gate output}}{\Delta \text{Delay}}$$

where

- $\Delta \text{Power} = \text{Change in total power due to move}$, and
- $\Delta \text{Delay} = \text{Change in arrival time at gate output due to move}$

They pointed out a concept that we can exploit the movements (from $VDD_H$ to $VDD_L$) according to the best power savings per unit delay penalty. This is a good idea which directly targets at the primitive goal of CVS: trade
the excess delay for power saving. Intuitively, this sensitivity measurement seems to give a perfect and non-improvable guideline. In the next section, we provide a better approach to further lowering power consumption based on sensitivity measurement in cell-based design.

4) Problem Formulation: We formulate our problem as follows. We want to find the best power saving without violating the timing requirements. The objective is to trade the excess time slacks for most power. We have set up the timing requirements by the Back-roll ratio. The Back-roll ratio (backoff in [30]) means the percentage of increment of the critical path delay. For example, if the Back-roll ratio is 10%, that means the timing requirement is set to 1.1 times the critical path delay. The default value of Back-roll ratio is 0, meaning the timing requirement is equal to the critical path delay.

C. Low Power Design via an Improved CVS and More Effective Power-Timing Slack Sensitivity Metric

Original CVS does not require any insertion of standalone level converters. Therefore, it is a more practical approach than ECVS, especially when the overheads of level converters were still high. As the research and improvement in level converter design, the overheads of level converters are lowered. We can then utilize more excess slacks by ECVS if the circuit structure and the timing specification allow. Furthermore, GECVS gives a guideline on how to trade slacks for power in an efficient way. In this section, we show an improved approach to implementing Clustered Voltage Scaling, called BCVS.

The term “bilateral” means that we push our clusters both from the output side and input side. The motivation is that we want to try to push the clusters from both sides alternatively for more possibility to reach the optimal solution. Originally, we try to push both of the wave fronts just n-levels in each step. But the experimental data show that if n is small, the resulting quality is deteriorated. Therefore, we let n be very large so that the optimality for each wave front is not sacrificed by the action of push of other ones.

The BCVS algorithm and flow are shown in Fig. 3 and Fig. 4. We start our optimization procedure firstly from the output side and grow the cluster as large as possible if slacks allow. During the wave front traversing on circuit, we mark the best movement sequence of power reduction. As it is finished, we push the other wave front from the input side in the same way. After one such iteration is completed, we compare the results. If the solution is better than the previous optimal results, we re-apply the sequence of movement to the marked position and then go on the next iteration.

We utilize a wave front propagator as the engine of our optimizer. As shown in Fig. 5, the wave front starts from the output pins, propagates to the fan-in cells if the timing slacks allow. We also implement a reverse wave front which behaves symmetrically to the ordinary wave front. It starts from the input pins, propagates to the fan-out cells, and automatically includes level converters if necessary. Another characteristic

```
put all output nets into the wave front;
put all input nets into the reverse-wave front;
ini_wave_front = wave front;
ini_reverse_wave_front= reverse_wave_front;
MIN_POWER=total_power;
do{
    wave front= ini_wave_front; power=MIN_POWER;
    while(propagation is possible){
        propagate from output side to input side;
        if(update_total_power ()< power){
            mark the movement in the moving sequence;
            power=total_power;
        }
    }
    undo all movements;
    reverse_wave_front= ini_reverse_wave_front;
    reverse_power=MIN_POWER;
    while(reverse_propagation is possible){
        reverse_propagate from input side to output side;
        if(update_total_power ()< reverse_power){
            mark the movement in the moving sequence;
            reverse_power=total_power;
        }
    }
    undo all reverse movements;
    if(power or reverse_power < MIN_POWER){
        update MIN_POWER;
        redo corresponding movement to marked position;
    update both wave fronts (and initial wave fronts );
    } else break;
} while(better solution is found);
```

Fig. 3. Proposed BCVS algorithm. This algorithm tries both sides greedily, more aggressive than ECVS and GECVS. The priority assignment for finding better solutions is more effective than previous CVS approaches as well.

Fig. 4. Methodology flow for lower power consumption using BCVS.
of this algorithm is to use different propagation priority. In [30], it uses single key: \(\text{slack} \cdot \Delta \text{delay} / \Delta \text{power}\), with decreasing order. The one we use is double key: (slack, \(\Delta \text{delay} / \Delta \text{power})\), both with increasing order.

The criterion proposed by GECVS multiplies \(\Delta \text{power} / \Delta \text{delay}\) with slack, therefore the information of slack is blurred. It cannot determine whether the cell has a large slack or a large \(\Delta \text{power} / \Delta \text{delay}\). As we know, the slacks carry information about the circuit topology, so we can use it as an observer of topology/timing behavior of the circuit. However, our target is the most power saving rather than the largest slack utilization. That is why we need two keys, one observe the topology and timing, the other measure the location of most power saving. In general, if a function \(\alpha\) can be a good measurement of the topology/timing information for the propagation algorithm, while our final target is to get the most change in function \(\beta\), we should use \(\alpha\) as the primary key and \(d\beta/d\alpha\) as the secondary key. That is the reason that we propose slack as the first key and \(\Delta \text{power} / \Delta \text{delay}\) as the secondary key in BCVS. This can be verified by our experimental results.

**D. Experimental Results**

We set our target to find the most power-saving solution on the condition that the maximal input to output arrival time between all the I/O pins remains the same. As described in the problem formulation, the program automatically gives timing constraint according to the result of the initial Static Timing Analysis (STA). Then it starts to trade the excess timing slack inside the circuit for best power saving and make sure the timing constraint is still satisfied after each movement. For simplicity, we do not aim to the uphill climbing ability about the timing constraint but set our focus on the strategy to exploit all feasible movement without timing violation, and then mark the most power saving solution we have reached. If the uphill movement support is demanded, we can implement it with special care to the evaluation of timing requirements.

To simplify the timing analysis, we set up all gates with the same timing and power parameters. We omit the information about rise/fall transition time at the I/O pin of each gate so as to focus on the slack/power relation to the wave propagation inside the circuitry. The reason is that our primary goal is to exploit all the feasible movements without timing violation, and secondary mark the best sequence with most power saving. We also want to examine the sensitivity criterion proposed by GECVS. We use UMC 0.18 standard cell library and set different leakage power to each type of cells according to this cell library. We set the delay/power of level converters to be multiples of unit gate delay/power, respectively.

We use some real arithmetic designs as our test bench. They are listed in Table I. We have tried three types of propagation priority, then compared the results with CVS approach. The first one is single key: \(\text{slack} \cdot \Delta \text{delay} / \Delta \text{power}\), with decreasing order, which stands for the GECVS algorithm. The second is double key: \((\text{slack}, \Delta \text{delay} / \Delta \text{power})\), both with increasing order, which is the one we proposed. The last one is double key: \((\text{slack}, f_{\text{fanin/fanout}})\), both with increasing order. The reason for choosing minimal fan number is that we want to do least perturbation to the slack distribution of the whole circuit after each \(VDD_L\) assignment.

### Table I

**Descriptions of testing circuits**

<table>
<thead>
<tr>
<th>Circuit name</th>
<th>Circuit function</th>
<th># standard cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>cla128</td>
<td>128-bit carry look-ahead adder</td>
<td>1911</td>
</tr>
<tr>
<td>csm128</td>
<td>128-bit conditional sum adder</td>
<td>1701</td>
</tr>
<tr>
<td>addbk128</td>
<td>128-bit BK adder</td>
<td>1942</td>
</tr>
<tr>
<td>multi32</td>
<td>32-bit Booth multiplier</td>
<td>3418</td>
</tr>
</tbody>
</table>

### Table II

**Comparison between four CVS techniques applied on circuits in Table I**

The experimental setup is: \(VDD_H=8, VDD_L=1.2, V_{TH}=0.5\), level converter delay/power cost: 1.3/0.5, back-roll=60%. The results show that our approach can obtain more power saving under moderate cost of level converter.

<table>
<thead>
<tr>
<th>Circuit name</th>
<th>original</th>
<th>CVS</th>
<th>GECVS</th>
<th>(\text{slack}_{\text{up}})</th>
<th>(\text{slack}_{\text{D}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>cla128</td>
<td>1011</td>
<td>1011</td>
<td>1011</td>
<td>1011</td>
<td>1011</td>
</tr>
<tr>
<td>csm128</td>
<td>790</td>
<td>790</td>
<td>790</td>
<td>790</td>
<td>790</td>
</tr>
<tr>
<td>addbk128</td>
<td>1045</td>
<td>1045</td>
<td>1045</td>
<td>1045</td>
<td>1045</td>
</tr>
<tr>
<td>multi32</td>
<td>725</td>
<td>725</td>
<td>725</td>
<td>725</td>
<td>725</td>
</tr>
</tbody>
</table>

In Table II-IV, \(cpd\) means critical path delay, \(LC\) means level converter, \(AOAT\) stands for average output arrival time, and \(\Delta \text{power} / \Delta \text{delay}\) is evaluated in Section B.3. The effectiveness of all CVS approaches is shown on those tables, based on different setups in \(VDD_H, VDD_L, V_{TH}\), \(LC\) cost, and back-roll ratio. We have observed that there are two phenomena worth mentioning. First, in Table III, the performance of GECVS in \(addbk128\) seems to be too bad. The reason is that GECVS mixed up the information of timing slack with \(\Delta \text{power} / \Delta \text{delay}\) and
the key of selection criterion. It can not make the right decision that the cells with larger timing slack should have higher priority to \( V_{DD} \) assignment. Therefore GECVS had detected a larger \( \Delta_P \) while the actual delay remains constant. This is the reason for the unexpected results. Second, in Table IV, the (slack,fan) priority key obtains much more number of \( V_{DD} \) cells than the (slack, \( \Delta_P \)) key. But the final power ratio seems to be inconsistent. The reason is that the (slack,fan) criterion can not detect the difference in power saving between cells.

### E. Conclusion

We have studied various CVS techniques and successfully improved Clustered Voltage Scaling technologies by assigning better priority/sensitivity. Through well-defined cost function, we have shown that our priority criterion embedded in BCVS outperforms the one defined in GECVS in real VLSI arithmetics.

Our future works include trying to upgrade our optimizer so that we can perform STA with more practical precision. The short circuit power contributes a large portion of total power consumption. However, to analyze this effect, we need more precise timing analysis to evaluate transition time and its sensitivity. Such a work requires much more efforts, especially if we want to merge it into our algorithms in an efficient way. Also we will apply our techniques to other types of circuits to take advantage of saving more power.

### II. Performance Constraints Aware Voltage Islands Generation in SoC Floorplan Design

Using voltage island methodology to reduce power consumption for System-on-a-Chip (SoC) designs has become more and more popular recently. Currently this approach has been considered in system-level architecture or post-placement stage. Since hierarchical design and reusable intellectual property (IP) are widely used, it is necessary to optimize floorplanning/placement methodology considering voltage islands generation to solve power and critical path delay problems. In this work, we propose a floorplanning methodology considering voltage islands generation and performance constraints. Our method is flexible and can be extended to hierarchical design. The experimental results on some MCNC benchmarks show that our method is effective in meeting performance constraints and simultaneously considers the tradeoff between power routing cost and the assignment of supply voltage in modules.

### A. Background and Objective

To cope with the increasing System-on-a-Chip (SoC) design complexity, hierarchical design and reusable IP (Intellectual Property) modules are widely used [13], [51]. Meanwhile, increased circuit density and performance compel the need to reduce power consumption that increases significantly as designers strive to utilize the advancing silicon capabilities [26], [36]. Since the early stage of design will determine the overall chip performance, an efficient and effective power-aware floorplanning/placement approach is needed to improve the quality and reduce the design cycle.

One of the techniques to reduce power consumption is Voltage Island methodology, proposed from IBM [32]. A voltage island is a group of on-chip cores powered by the same voltage source, independently from the chip-level voltage supply. This concept in use of voltage islands permits
operating different portions of the design at different supply voltage levels.

Voltage island architecture can achieve power saving and has become more and more popular [4], [24], [32], [55], [25]. In [24], [25], iterative voltage island partitioning and floorplanning approach is used, but the exploration of solution space is somewhat restricted. In [55], a post-placement approach to generating voltage islands is proposed. However, chip floorplanning level has more flexibility. Moreover, since timing convergence is an important issue in deep submicron (DSM) design, the critical delay should be bounded. Therefore floorplanning with performance constraints is a necessity [43].

In this work, we propose a methodology to preserve good voltage islands property, which can be viewed as the clustering of modules with same operating supply voltage in achieving lower power consumption. We adopt B*-tree [6] as our floorplan representation and underlying implementation since B*-tree has provided very good quality of non-slicing floorplans in area and wirelength costs, plus some properties for voltage islands generation. Our methodology can save power consumption and routing cost by location constraint [6], and to solve the critical delay problems by performance constraint consideration [56]. Our main contributions include:

- Generate voltage islands in chip floorplanning stage to have more flexibility in design.
- Simultaneously consider voltage islands generation and performance constraints, illustrated in Fig. 6.
- Use one-stage floorplan packing methodology, which can explore more solution space.
- Meet the performance requirements while reducing the cost of power routing complexity.

### B. Voltage Islands Architecture and Performance Constraints in Chip Level Floorplanning

In this section, we briefly review the B*-tree representation, concepts of voltage islands, and performance constraints in floorplanning. The problem is then formulated.

1) **Review of B*-tree Representation:** A B*-tree [6] is an ordered binary tree for modeling a nonslicing floorplan. Given a B*-tree, we can also obtain an admissible placement by packing the blocks in linear time with a contour structure [21]. We adopt B*-tree [6] as our floorplan representation and underlying implementation due to its good quality of non-slicing floorplans in area and wirelength costs, plus some properties for voltage islands generation.

2) **Voltage Islands Methodology:** The combination of increasing active power density and leakage currents has created a power management problem in the semiconductor industry. Mostly performance-critical element of the design requires the highest voltage level to maximize performance, while other coexisting functional cores may not need this voltage level, hence they can be run at lower voltages to save significant active power. This idea enables the concept of voltage island architecture [32].

Introducing voltage islands concept makes the chip design process even more complicated with respect to static timing and power routing. The cores powered by the same voltage source should be grouped together without violating design metrics such as timing and wire congestion. Meanwhile, the number of voltage islands should be appropriate (not too many) considering signal translation and communication between different islands, which requires level converters. We also need to consider power routing complexity [24] for design cost. Hence the overhead for applying voltage islands methodology with respect to area and delay is inevitable.

3) **Performance Constraints Consideration in Floorplanning:** Performance is a concern since the interconnect delay dominates the circuit performance for DSM VLSI design. Minimizing total wire length, as traditional floorplanners/placers did, can not guarantee bounded delay for critical nets. It is desirable to minimize the critical net delay by binding them together to optimize performance or to meet the delay constraints by placing them close enough to each other. The constraint requires designated nets (blocks/cores) to be placed within a pre-defined bounding box nets. In [43], the maximum delay of performance constraint blocks is bounded by the summation of its height and width of the bounding box enclosing those blocks. However it is not trivial to bound the maximum delay for those performance constraint blocks in voltage island architecture, especially for those which are not in the same voltage island.

4) **Problem Formulation:** For voltage island planning, we use a simplified model for modules/IPs, based on the setup in [24]. Since the power consumption of an IP varies with different supply voltage, we use a power table, which is a list of matching pairs, \((\text{supply voltage}, \text{power dissipation})\), specifying the legal voltage levels to work functionally and the corresponding average power dissipation values, for every
IP. We set this power dissipation based on IP’s timing constraint and circuit size.

The problem concerned is as follows. Let \( B = \{b_1, b_2, \ldots, b_n\} \) be a set of \( n \) rectangular modules whose width, height, and area are denoted by \( W_i \), \( H_i \), and \( A_i \), \( 1 \leq i \leq n \). Let \( (x_i, y_i) \) denote the coordinates of the bottom-left corner of module \( b_i \), \( 1 \leq i \leq n \), on a chip. Each module is associated with a power table. A floorplan/placement \( P \) considering the performance constraint and voltage islands generation is an assignment of \( (x_i, y_i) \) for each \( b_i \), \( 1 \leq i \leq n \), such that cores are clustered using the same voltage to form appropriate number of islands and achieving low power consumption, while no two modules overlap and the given performance constraints are satisfied. The goal is to simultaneously minimize the packing area, power routing cost and total power dissipation, while meeting performance constraints.

C. Performance Constraints Aware Voltage Islands Generation in Floorplan Design

In this section, we propose the heuristics for voltage islands generation with B*-tree representation, then discuss the strategy to consider performance constrained blocks during floorplanning under voltage island architecture.

1) Floorplanning with Voltage Islands Generation: We first give an example to show the setting in creating voltage islands in SoCs using B*-tree and one intuitive strategy. In Fig.7, each core is followed by a number which identifies the number of its usable voltages, then associated with a power table. For instance, the block \( b_3 \) can operate at 1.0, 1.1 or 1.2V, and its corresponding power consumption are 1.3mW, 1.8mW and 2.6mW. One obvious way to maximize power saving in floorplanning is to operate each block at its lowest voltage, which means that we need at least 3 voltage islands: one for \( \{b_0, b_4, b_7\} \), one for \( \{b_1, b_2, b_9, b_{10}\} \), and one for \( \{b_5, b_6, b_8, b_9\} \). This arrangement is obviously not optimal since the exploration of solution space is limited and the price of area/wirelength overhead may be very high. Sometimes we may be forced to use more islands, or higher legal voltages to alleviate the problems.

One key observation to create the voltage islands is to constrain the nodes relationship between each pair of nodes which exist the parent-child relationship in the B*-tree representation, which means to cluster the blocks with the same supply voltage (say compatible), grouping them to be a subtree in corresponding B*-tree. However, the condition that two nodes do not abut in the tree does not always mean that the corresponding two blocks abut. Similarly, the condition that nodes are not in the same subtree does not mean they do not abut physically. We give an example in Fig.8. We believe that it is more practical to increase the probability of those nodes to be clustered together, then apply a simple checking method to inspect if they really form a favorable island.

From above observation, we know that the area cost is getting lower and the dead space of the total area is becoming smaller due to B*-tree module packing, there will be a visible mapping relationship that if \( n_j \) is the left child (or right child) of \( n_i \) in the B*-tree representation, then the block \( b_j \) right (or left) abuts to block \( b_i \). The probability a node adds to a compatible subtree and the subtree grows and maps to a favorable voltage island shape will be increased. To implement this idea, we first randomly choose two nodes \( n_i, p \) in the tree \( (V(n) \) and \( V(p) \) denote the adopted voltages of node \( n \) and node \( p \), if the following conditions appear, we change the positions of these two nodes.

- \( V(p) = V(n) \): Node \( p \) and node \( n \) are compatible, No good voltage island property will be ravaged.
- \( V(p.parent) = V(n) \): Node \( p \)'s parent and node \( n \) are compatible, let \( n \) be the leaf of the subtree or connect two compatible subtrees to a larger subtree.
- \( V(p.leftchild) = V(n) \) and \( V(p.rightchild) = V(n) \):
Node $p$’s left child and right child both have the same voltage with node $n$, let $n$ be the root of the subtree or connect two compatible subtrees as well.

Except these conditions are considered for perturbation during simulated annealing, we modify two following operations in the B*-tree algorithm.

- **Delete Node**: If we want to delete node $n$, we adjust the supply voltage of the child node ($n_.leftchild$ or $n_.rightchild$) so that it is compatible with node $n$’s parent. If the children are both compatible or both not compatible, we randomly choose one of them.
- **Insert Node**: If node $n$ is to be inserted into the subtree which exists compatible nodes, it will be placed to join the cluster of the compatible nodes. If there does not exist any node compatible, we randomly choose one place to insert.

Since the subtree construction is just a method to increase the possibility in forming a good voltage island property, we need a property checking function to check if there exists a favorable voltage island shape. We do it after the contour updated to make sure the voltage island property is acceptable.

2) **Floorplanning with Performance Constraints Blocks in Voltage Island Architecture**: Traditional floorplanners/placers minimize total wirelength but they can not guarantee critical nets to meet bounded delay. This problem becomes more important because timing convergence is a big issue in DSM design. In order to meet critical delay constraint, there are methods proposed in [43], [56] during floorplanning.

Since actual interconnect delay after appropriate buffer insertions will be close to linear in terms of distance, linear function in terms of distance to estimate delay is used. Assume there are a source at $(x_s, y_s)$ and a sink at $(x_t, y_t)$, their locations are the corner points as far as possible, and the delay of the net $D_{s,t} = \delta(|x_t - x_s| + |y_t - y_s|)$, where $\delta$ is a constant to scale the distance to timing. $D_{s,t}$ is the maximum distance between source and sink, equal to the half perimeter of the bounding box of the two blocks. In [56], it uses the delay model to do sub-placement (to place a set of feasible sub-placements for the performance blocks) and they can get some rectilinear super blocks that the width $W_{perf}$ and height $H_{perf}$ satisfy the performance constraint: $W_{perf} + H_{perf} = B \leq B_{max}$, where $B_{max}$ is the maximum bounded distance. Among the placements (rectilinear super blocks) meeting the performance constraint, they pick the one with the minimum dead space $S_{perf} = W_{perf} * H_{perf} - \sum A_i$, and fix the rectilinear block (and thus fix the delay) for further processing with other blocks. By using the pre-clustered shape-fixed appropriate rectilinear block, they guarantee that the performance constraint will be satisfied throughout the remaining processing.

There is a major problem in this performance model using voltage island architecture. The performance of each block does not vary with supply voltage. The legal supply voltage has big impact on the driving strength, thus the bounding box size. If signals are communicated by high supply voltage, the bounding box for performance constraint blocks will be the largest. In addition, allowable box size should be a function of the supply voltage. In this work we use the conservative modeling by using largest bounding box size for those performance blocks.

Based on the above discussion in the setup of enclosing bounding box of performance constraint blocks, our approach combines the advantages of the two methods in [56], [43], keeping the flexibility of the sub-placement for the performance constraint. We do not pick the minimum dead space sub-placement and fix the shape (or the relational position) of the performance blocks before processing with other blocks at the beginning. Instead, we let the performance blocks process with other blocks as if they are not under restriction, the total area and wirelength can be better optimized. This is further verified in the condition that supply voltages of the performance constraint blocks are possibly different. If we tighten the shape of performance constraint blocks at the beginning, we may be forced to raise the supply voltages of some of them to the higher one to meet voltage island property; or we will get a disorder B*-tree structure that the voltage property is withered. When the temperature becomes lower in annealing process, we do not allow a solution that violates performance constraints even if it has a better cost, the best solution will be kept until next feasible solution with better cost.

3) **The Algorithm**: Our floorplanning/placement design algorithm is based on the simulated annealing method and we only consider hard modules in this work. We perturb a B*-tree to another by the following operations:

- **Op1**: Change the supply voltage of a block. (Except that only one supply voltage is available.)
- **Op2**: Rotate a block.
- **Op3**: Flip a block.
- **Op4**: Swap two blocks. (The situations we discussed increase probability to be allowed to do swap, while other situations that wither the subtree property have lower probability.)
- **Op5**: Move a block to another place. (new Delete_Node and Insert_Node)

The first three operations are trivial and almost the same with the original B*-tree. Op4 and Op5 change the relations of blocks to get a different placement and B*-tree structure based on our heuristics.

D. **Experimental Results**

We implemented our algorithm in C++ on a PC with P4-2.4GHz cpu and 440MB memory. Our method can handle circuits that have two or three kinds of supply voltages, circuits with more than three supply voltages are applicable as well.

For testing our observation in voltage island generation on large number of blocks, we apply our approach on some of the MCNC benchmarks with more blocks, and compare with [6]. For adopting voltage island architecture, power routing cost and level converter issues should be addressed. We simplified the cost of power routing/overhead area by
using the scaled boundary length of voltage islands except for the boundary side of the chip. The scaling is based on the amount of level converters necessary in the chip \(^1\).

Table V shows the comparison between [6] and our approach on power consumption and power routing cost, where the power consumption in column 5 is lowest since we use the lowest available voltages for every block in it. From Table V, we can see that our power consumption is a little more than the lowest power listed in column 5, but our routing/level converters cost is about 16.4% - 55.2% less when compared with [6]. Fig.9 shows the comparison between two floorplans of ami33, with and without voltage islands generation heuristic.

In order to compare our results with [6] and [56] in similar number of voltage islands and power routing cost, we apply an intuitive heuristic that adjusts supply voltage of the blocks from original B*-tree results. In Table VI, we can see that, with almost the same number of voltage islands, at least 10% - 20% power consumption can be saved by our method, not to mention the good shape of the generated voltage islands.

In order to keep up with this trend and to use less wire area, a large number of buffers have to be inserted in the network. As a consequence, short-circuit power of the clock buffers is no longer negligible. In this work, we introduce buffers is no longer negligible. In this work, we introduce.

E. Conclusion

We have presented an effective algorithm to deal with the floorplanning with voltage islands consideration and performance constraints. The algorithm is based on the B*-tree representation and the simulated annealing framework. According to the circuit power table information and the idea of location constraint (LC relation), we can group a set of cores using the same supply voltage, obtain appropriate number of voltage islands, and form good shapes of voltage islands. We also take performance constraints into consideration while generating voltage islands.

III. ON ACHIEVING LOW-POWER SOC CLOCK TREE SYNTHESIS BY TRANSITION TIME PLANNING VIA BUFFER LIBRARY STUDY

Clock power dissipation has become a significant issue since it occupies around half of the total system power. Due to high working frequency in modern system designs, the transition time of the clock signal is extremely short. In order to keep up with this trend and to use less wire area, a large number of buffers have to be inserted in the network. As a consequence, short-circuit power of the clock buffers is no longer negligible. In this work, we introduce a methodology which can be applied in global clock tree synthesis to achieve low short-circuit power. It is based on the analysis of any given buffer library in manipulating buffer transition time and hierarchical clustering of loads during buffer insertion. The experimental results are encouraging. Since there are very few works on gate/buffer sizing or buffer library analysis to overcome clocking power problem, we compare our approach with a greedy buffer sizing approach and obtain 13.7% clock power saving for a 10,000 flip-flop design under user-specified clock skew constraints.

A. Background and Objective

Clock designs play an important role in modern VLSI designs. As technology advances, a chip may have millions of gates with a very complex structure. The synchronization of clocks on a chip is critical to the performance and reliability

\[\text{TABLE VI}\]

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Table</th>
<th>Lowest Ours</th>
<th>Original B*-tree [6]</th>
</tr>
</thead>
<tbody>
<tr>
<td>hp</td>
<td>pt2</td>
<td>83.7</td>
<td>86.4</td>
</tr>
<tr>
<td></td>
<td>pt3</td>
<td>73.4</td>
<td>78.3</td>
</tr>
<tr>
<td>ami33</td>
<td>pt3</td>
<td>113.6</td>
<td>123.2</td>
</tr>
<tr>
<td></td>
<td>pt3-1</td>
<td>131.1</td>
<td>136.6</td>
</tr>
<tr>
<td>ami49</td>
<td>pt2</td>
<td>147.1</td>
<td>151.5</td>
</tr>
<tr>
<td></td>
<td>pt3</td>
<td>142.0</td>
<td>150.2</td>
</tr>
<tr>
<td></td>
<td>pt3-1</td>
<td>183.1</td>
<td>196.8</td>
</tr>
<tr>
<td></td>
<td>pt3-2</td>
<td>208.0</td>
<td>222.5</td>
</tr>
</tbody>
</table>

Table VII shows the comparison of our results with [56] which considers only alignment and performance constraints. Both methods meet performance constraints but our approach could get much lower cost of level converters with slightly more power consumption. Fig.6 illustrates final floorplanning result of ami49 with performance constraints blocks 5, 6, and 7, and they are not on the same voltage island.

\[\text{TABLE VII}\]

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Table</th>
<th>Port</th>
<th>Power (P Rate)</th>
<th>Power (P Rate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ami33</td>
<td>pt2</td>
<td>3</td>
<td>1.181</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td>pt3</td>
<td>3</td>
<td>38.56</td>
<td>3.1%</td>
</tr>
<tr>
<td>ami49-2</td>
<td>pt2</td>
<td>6</td>
<td>38.64</td>
<td>3.3%</td>
</tr>
</tbody>
</table>

1-Level converters are only needed when the signals are transmitted from low supply island to high supply island.
of the chip. In a synchronous digital system, the clock signal defines the time reference for the movement of data within the system. In fact, clock network can consume 15%-45% of the total system power [40], [15]. Moreover, systems are operating at very high frequencies due to technology advances, and this leads to shorter signal transition time. The transition time has effects on power consumption. Therefore the clock distribution needs more careful design planning methodology in low power for modern VLSI.

Due to a large amount of fan-outs that distribute over long routing distances in clock tree, among clock network designs, the buffered clock tree structure (shown in Fig. 10) is one of the most popular clock network designs adopted in modern VLSI designs. The buffered clock tree is a clock tree which has some buffers inserted between the source and all the registers driven by the clock signals. The major advantages of buffering clock tree is as follows. First, the clock buffers can maintain the quality of the clock waveform. Second, the inserted buffer in a clock path helps reduce the interconnect resistance between clock source and driven register so that the wire RC delay is decreased. Third, buffering can help avoid DRC violation during physical verification. In order to meet timing constraint and to achieve short transition time, we need to insert a lot of buffers along the clock paths. Since short-circuit power is due to simultaneous conduction of the PMOS and NMOS transistors during input transitions [49], [37], this kind of power should be analyzed and accounted for [38].

There are some previous works on low power buffered clock tree construction. [41] and [50] tried to insert buffers, in order to minimize the clock power. Tellez et al. in [44] investigated the problem of computing a lower bound on the number of buffers required in the clock tree, given a maximum transition time constraint. More recently, [38] emphasized that the transition time has become the key factor in low power clock design, and the tradeoff between the power and transition time when optimizing the clock tree was discussed. However, none of them can effectively use buffer library to help reduce power dissipation, especially on short-circuit power, while inserting buffers in clock network.

In this work, we observe that buffer transition time is critical in saving short-circuit power, similar to the conclusion of [38], when inserting clock buffers. We develop a methodology to reduce the power consumption of buffered clock tree by finding the tradeoff between buffer transition time and power via buffer library study. We actually obtain up to 13.7% power saving based on some industrial benchmarks, compared with a greedy buffer sizing approach. The goal is to insert appropriate number of buffers while reducing the total clock power dissipation by bounded transition time optimization strategy.

### B. Preliminaries

In this section, we describe some previous works, introduce our power estimation model in clock tree generation, and formulate our clock tree synthesis problem.

1) Previous Works on Clock Tree Synthesis: Previous works on clock tree construction focused on zero or near zero-skew routing, such as symmetric H-tree [1], MMM (method of means and medians) algorithm [27], zero skew routing [45], [17], Deferred-Merge Embedding(DME) algorithm [20], [7], [3], load balancing [35], and simultaneous routing, wire sizing and buffer insertion [33]. Until recently, it is getting more important to reduce the power consumed by the clock network due to higher frequency operation in modern digital systems, including clock gating [19], [18], [15], [16], buffered clock network [41], [50], [39], [52], [44], [38], among which [52] proposes to use sequential linear programming (SLP) to size buffers under general skew constraints for clock power reduction. However, none of them can effectively use buffer library to help reduce power dissipation, especially on short-circuit power, while inserting buffers in clock network. Below we describe clock...
power estimation used in this work, followed by our problem formulation.

2) Power Dissipation Estimation of Clock Trees: In a clock tree, wires and cells contribute to the power consumption. For wires, the power $P_{sw}(\text{wire})$ is dissipated by charging and discharging the wire capacitance. We use the formula (1) to estimate the net capacitance for calculating the delay of clock buffers. The equation to estimate the net load $C$ of a driver pin is

$$C_{\text{wire}} = \sum_{\text{all fanout}} \text{wire length} * \phi$$  \hspace{1cm} (2)

where $\phi$ is the weighting parameter from industrial benchmarks. We can obtain the wirelength by summing up the Manhattan distance of any two connecting cells, which is the net length from driving cell to the driven cell. The power consumption for cells consists of two components: switching power consumption $P_{sw}(\text{cells})$, which corresponds to charging and discharging of the capacitance in cells, and internal (short-circuit) power of cells. We use lookup table based nonlinear power model library in this work to find accurate values of short-circuit power for cells. The estimation of total power is then from the switching power $P_{sw}(\text{cells} + \text{wires})$ and internal power $P_{int}(\text{cells})$ (short-circuit power) of cells, where $V$ is supply voltage, $f$ is operating frequency, and $C_i$ is for capacitance in cells and wires ($i_{th}$ element):

$$P_{sw}(\text{cells} + \text{wires}) = \left( \sum_{i=1}^{\text{all net}} C_i \right) \times V^2 \times f$$ \hspace{1cm} (3)

$$P_{\text{total}} = P_{sw}(\text{cells} + \text{wires}) + P_{int}(\text{cells})$$ \hspace{1cm} (4)

3) Problem Formulation:

Problem 1: Low Power Buffered Clock Tree Construction: Given a set of sinks (flip-flops) of the circuit $S = \{s_1, s_2, ..., s_n\}$ and buffer library, construct a buffered clock tree topology in reducing the power consumption on cells (flip-flops and clock buffers) and wires (wirelength) under specified clock skew constraint.

C. Achieving Low Power Clock Planning by Buffer Library Study on Transition Time Manipulation and Skew Minimization

Due to skew and timing constraints (both delay and transition time), buffer insertion becomes a necessity in clock tree synthesis. However, buffering technique may lead to more power penalty. The following subsections describe our methodology in guiding buffer insertion for further clock power reduction.

1) Buffered Clock Tree Construction Methodology: Here we depict our methodology to construct clock tree to reduce total clock power. First we automatically analyze buffer library to obtain the characteristics of each buffer and find the best transition time for each buffer. We also consider inverter as repeater and take care of phase assignment problem. We decide the number of clusters which is based on the best loading in the circuit via buffer library study. Then we use the clustering algorithm in order to obtain each cluster of approximately equal capacitance loading and further insert buffers to drive identical loading at the same level of clock tree. We also check if overlap occurs at the same time.

Our buffer insertion follows bottom-up fashion, like in [39]. Since transition time calculation follows top-down fashion, we have the following reasonable observations supporting us to do clock tree synthesis in bottom-up way. First, from some experiments, we find that we can minimize the power dissipation waste by setting buffer’s input transition time and output transition time the same. In this way, we can also ensure that the transition time is not degraded during propagation. Second, we find that there is not much change in transition time and power after two levels of buffers in hierarchy, starting from clock root buffer, which means that most of clock power is decided in bottom levels (close to sinks). Our algorithm follows these steps:

1) Study given clock buffer library, along with target benchmark, and find best buffer transition time for each buffer and corresponding loading in power minimization

2) Partition given cell-based design based on buffer library study

3) Insert the identical type of buffers at the same level, also check for overlap

4) Go back to second step to bottom-up partition a set of buffers for lower level, and perform the third step to insert higher level buffers, until the root buffer is reached

2) Clustering Clock Tree Sinks for Skew Constraints: In order to avoid clock skews when constructing clock trees, we create clusters for all the sinks and let each cluster has approximate same loading for buffers to drive. The goal is to partition a given set of clock pins/buffers so that each cluster can be driven by appropriate size of buffers. The same type of buffers will be inserted for the same level to maintain the skew minimization in clock tree synthesis. We have implemented a clustering algorithm in [35], which can be used to create clusters for clock tree load balancing. This clustering can be applied hierarchically at different levels of a clock tree. At bottom level, the algorithm clusters flip-flops, while in middle levels of the clock tree clock buffers are clustered for upper levels. As for the number of clusters in a level, it is based on buffer library study presented in Section C.3. The tradeoff between best buffer transition time and skew for clock power optimization is considered as well.

The total load of each cluster can be measured by a cost function:

$$C(\text{each cluster}) = \sum_{i=1}^{\text{all cells}} C_i + \beta * D$$

where $C_i$ is the input capacitance of cells, $\beta$ is the weight term, and $D$ is the diameter of the input set which is defined as the Manhattan distance. Interconnect delays within clusters are concurrently balanced as well, thereby generating a low-
skew buffered clock tree design. Fig. 11 shows an example of clustering for a 123 flip-flops circuit.

3) Manipulating Inserted Clock Buffer Transition Time by Buffer Library Analysis: [38] found that it is necessary to have a transition time bound to assure the performance of the system. This bound can affect the power optimization result significantly. It is also known that cells consume power differently under different transition time of driving buffers. Starting from those two points, we analyze any given buffer library and try to find the correspondence in short-circuit power and buffer transition time for driving output loading. Our key contribution in this methodology is to find appropriate buffer transition time for saving total clock power.

In order not to insert many buffer to drive loads, we intend to use less number of buffers in clock tree construction, which means the number of load clusters will be less. However, buffers will provide longer transition time for flip-flops, introducing more power dissipated in flip-flop. Conversely, if we have more clusters of loads, which means there are larger amount of buffers in the clock network. This leads to more power consumption in inserting more buffers. Based on those observations, we use the following technique to find appropriate buffer transition time for each buffer. Experimental result is shown in Fig. 12. With a given load and buffer type, we assume an initial input transition time and enumerate all possible number of clusters to computer corresponding power, we can find best transition time for lowest total clock power.

D. Experimental Results

We have applied this methodology shown in previous section to optimize the power consumption of the clock tree while conforming to the skew constraint and have performed experiments on some real cell-based cases from industry. The buffer library and related parameters are based on 0.18um technology. We also implement another combined approach ([12] and [50]) in order to show the effectiveness of our approach 2.

First, we compared the gate sizing algorithm alone with the clock skew constraint on five benchmarks, number of flip-flops ranging from 100 to 10000. We change the implementation in [12] so that it can handle clock skew constraints. The results show that our approach can achieve low power clock design and it is scalable to larger circuits. The results are shown in Table 1. Furthermore, the approach in [12] may change the size of inserted buffers and may cause the increase of clock skew. Our approach, however, inserts identical size of the buffers in the same level of clock tree, which effectively avoids the skew increase.

Second, we apply the greedy based algorithm [50] in gate sizing approach as much fairly comparison platform. It will generate the initial topology in the clock tree and insert buffer based on greedy approach in the clock tree. However this approach does not consider transition time issue for low power. In Table 2, the results of power consumption have been compared with those two approaches. It is shown that we have obtained averagely 3.14% total power saving.

2The approach in [12] is a general gate/buffer sizing algorithm for low power circuit, not specifically for clock tree design. The combined approach from gate sizing and greedy based optimizations is to create more fairly comparison platform, compared with gate sizing alone. The reason we use those approaches for comparison is that there are very few works discussed about gate sizing or buffer library analysis in short-circuit power reduction in clock tree. [52] actually used SLP to solve buffer sizing problem under general skew constraint for clock power minimization, which will take longer time to find solutions.
We further analyze four approaches for power consumption in Fig. 13, where $N \times N + GS$ approach is a combined approach with naive geometric $N \times N$ grid clusters and aggressive gate sizing. This approach can achieve better low power results than buffer sizing alone algorithm [12]. We find that our approach can save more power consumption and less clock skew is achieved when the number of flip-flops is larger.

E. Conclusion

We further verify that the transition time is one of the key factors for low power clock design. We find that the transition time is important in low short-circuit power design because it affects the power consumption of the cells. We propose to analyze buffer library and insert appropriate number of buffers with transition time manipulation in buffered clock tree synthesis. According to our buffer library study, we attain the smaller short-circuit power between the buffers and the flip-flops, and we ensure the power consumption of each cluster is the best solution by utilizing buffers more effectively. Due to the use of equally-sized buffer at the same level of clock tree, we can generate a nearly zero-skew clock tree. The future works include the application of higher order delay model and practical clock tree routing to further verify the effectiveness of this low power clock tree synthesis methodology.
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