On-line algorithms for the dominating set problem
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1. Introduction

Let $G = (V, E)$ with $V = \{1, 2, \ldots, n\}$ be an undirected graph. A dominating set of $G$ is a subset $V' \subseteq V$ such that for each vertex $u \in V - V'$ there is a vertex $v \in V'$ so that $(u, v) \in E$. The minimum dominating set problem is to find a set $V'$ of the minimum cardinality, which is known to be NP-complete [3]. In this paper we consider the on-line version of the problem in two settings. The first setting is that all vertices $1, 2, \ldots, n$ in the graph are given in advance. At time interval $i$ the adjacency condition of vertex $i$ (say) to the other vertices is given. Therefore, without loss of generality, vertices are given in sequence $1, 2, \ldots, n$. We present our on-line dominating set algorithm JUMP. Let $D_i$ be the set of vertices selected by JUMP at time $i$, where $D_0 = \emptyset$. By the nature of the on-line algorithm, $D_i \subseteq D_{i+1}$ and $D = D_n$ is the dominating set returned by JUMP. Let $(i, i_1), (i, i_2), \ldots, (i, i_d)$ be the adjacent edges of vertex $i$ given at time $i$, where $d_i$ is the degree of vertex $i$ and $1 \leq i_1 < i_2 < \cdots < i_d, i \leq n$. After time $i$, vertex $u \in V$ is marked as "dominated" if $u \in D_i$ or there is a vertex $v \in D_i$ such that $(u, v) \in E$. A vertex that is not "dominated" is an "undominated" vertex. Also, the vertices $j, j \leq i$, that are presented before are called "visited". There are four cases in the following by which the vertex $i$ is put into $D_i$ at time $i$. A vertex in $D$ is classified into one of the three types: $j$-vertex, $r$-vertex, and $f$-vertex. Note that the current vertex is checked from case 1 to case 4 one by one, so a vertex cannot be of two types. We also define a function $f$ on some vertices for later analysis.

2. The first on-line setting

Suppose all vertices of the graph $G$ are given in advance. At time $i$ the adjacency condition of a vertex $i$ (say) to the other vertices is given. Therefore, without loss of generality, vertices are given in sequence $1, 2, \ldots, n$. We present our on-line dominating set algorithm JUMP. Let $D_i$ be the set of vertices selected by JUMP at time $i$, where $D_0 = \emptyset$. By the nature of the on-line algorithm, $D_i \subseteq D_{i+1}$ and $D = D_n$ is the dominating set returned by JUMP. Let $(i, i_1), (i, i_2), \ldots, (i, i_d)$ be the adjacent edges of vertex $i$ given at time $i$, where $d_i$ is the degree of vertex $i$ and $1 \leq i_1 < i_2 < \cdots < i_d, i \leq n$. After time $i$, vertex $u \in V$ is marked as "dominated" if $u \in D_i$ or there is a vertex $v \in D_i$ such that $(u, v) \in E$. A vertex that is not "dominated" is an "undominated" vertex. Also, the vertices $j, j \leq i$, that are presented before are called "visited". There are four cases in the following by which the vertex $i$ is put into $D_i$ at time $i$. A vertex in $D$ is classified into one of the three types: $j$-vertex, $r$-vertex, and $f$-vertex. Note that the current vertex is checked from case 1 to case 4 one by one, so a vertex cannot be of two types. We also define a function $f$ on some vertices for later analysis.
There are > \[m\] "undominated" vertices among \(i_1, i_2, \ldots, i_d\). For this case vertex \(i\) is called a \(j\)-vertex in \(D\).

(2) Vertex \(i\) dominates all the remaining "undominated" vertices. For this case vertex \(i\) is called an \(r\)-vertex.

(3) All vertices \(i_s, 1 \leq s \leq d_i\) are less than \(i\) and not in \(D_{i-1}\), that is, vertex \(i\)'s adjacent vertices are visited and not selected by JUMP such that vertex \(i\) is selected to dominate itself. For this case vertex \(i\) is called an \(f\)-vertex and we define \(f(i) = i\).

(4) There is a vertex \(j\) such that \(j < i, i = j_d, \ldots, j_{d-1}\) are not in \(D_{i-1}\), that is, vertex \(i\) is the last vertex that can dominate vertex \(j\). For each such vertex \(j\), we say that vertex \(j\) forces vertex \(i\) to be in \(D\). For this case also vertex \(i\) is called an \(f\)-vertex, and we define \(f(j) = 1\).

Correctness. For each vertex \(i, 1 < i < n\), if it is put in \(D_i\) then it is dominated by itself. If it is not put in \(D_i\) then it is dominated either by a vertex \(u \in D_{i-1}\) or by one of its neighbors \(i_p\) that is not visited yet, that is, \(i_p > i\). Therefore, the final \(D = D_n\) is a dominating set for the graph \(G\).

Performance ratio. We now show that the performance ratio of JUMP is \(1.5\sqrt{n} + c_1\) for some constant \(c_1\). Let \(C\) be a minimum dominating set for \(G\).

Lemma 1. There are at most \(\lceil \sqrt{n} \rceil\) \(j\)-vertices in \(D\).

Proof. Since each \(j\)-vertex \(v\) in \(D\) dominates at least \(\lceil \sqrt{n} \rceil\) "undominated" vertices at time \(v\). Once a vertex is marked as "dominated", it will no longer contribute as an "undominated" vertex in case one. Therefore, there are at most \(\lceil n / \lceil \sqrt{n} \rceil \rceil = \lceil \sqrt{n} \rceil\) \(j\)-vertices in \(D\).

Lemma 2. There is at most one \(r\)-vertex in \(D\).

Proof. If vertex \(v\) is an \(r\)-vertex in \(D\) then all vertices of \(G\) are dominated after time \(v\). No more vertices can be put into \(D\) thereafter.

Lemma 3. If the minimum dominating set \(C\) consists of only one vertex then \(D\) contains no \(f\)-vertices.

Proof. Let \(C = \{c\}\). Vertex \(c\) is adjacent to all the other vertices. Therefore no \(f\)-vertices are put into \(D\) before time \(c\). If vertex \(c\) is selected as a \(j\)-vertex in case one then all vertices are dominated by vertex \(c\). No more vertices can be put into \(D\). Otherwise, vertex \(c\), or some other vertex \(c'\) that dominates all vertices, must be selected as an \(r\)-vertex. So, no \(f\)-vertices can be put into \(D\).

We define \(\text{opt}\) as a mapping of a vertex into one of its dominating vertices in \(C\):

\[
\text{opt}(i) = \begin{cases} 
  i & \text{if } i \in C, \\
  \min\{j \mid j \in C, \ (i, j) \in E\} & \text{if } i \notin C.
\end{cases}
\]

We now compare the sets \(D\) and \(C\). We define a charge scheme, which distributes weights \(w_1\) of vertices in \(D\) to weights \(w_2\) of vertices in \(C\). Initially, \(w_1(u) = 1\) if and only if \(u \in D\) and \(w_2(v) = 0\) if and only if \(v \in C\). Then the performance ratio of JUMP is \(\max\{w_2(v) \mid v \in C\}\) after the weight distribution. The charge scheme is as follows:

1. For each vertex \(u \in C \cap D\), the weight of \(u\) is charged to itself. That is, \(w_2(u)\) is increased by \(w_1(u)\).
2. For each \(f\)-vertex \(u \in D - C\), the weight of vertex \(u\) is evenly charged to each vertex \(\text{opt}(v)\), where \(f(v) = u\). That is, \(w_2(\text{opt}(v))\) is increased by \(w_1(u) / m\), where \(m = |\{v \mid f(v) = u\}|\).
3. For each \(j\)- or \(r\)-vertex \(u \in D - C\), the weight of vertex \(u\) is evenly charged to each vertex \(v \in C\). That is, \(w_2(v)\) is increased by \(w_1(u) / |C|\).

Lemma 4. For each \(v \in C \cap D\), \(w_2(v)\) is not charged by any other \(f\)-vertex in \(D\).

Proof. For an \(f\)-vertex \(u \in D\) and \(u \neq v\) charging to \(w_2(v)\), vertex \(u\) must be in \(D - C\). We consider only case four by which vertex \(u\) is put into \(D\) as an \(f\)-vertex. There must be a vertex \(v'\) with \(\text{opt}(v') = v\) and vertex \(v'\) forces vertex \(u\) to be in \(D\), that is, \(f(v') = u\). However, if vertex \(v'\) forces vertex \(u\) to be in \(D\), all its adjacent vertices must be visited and not in \(D_n\). Therefore vertex \(v\), which is adjacent to vertex \(v'\), is not in \(D\), which is a contradiction.
Lemma 5. For each vertex $v \in C - D$, $w_2(v)$ is charged by at most $\lceil \sqrt{n} \rceil - 1$ $f$-vertices.

Proof. Since vertex $v \notin D$, we let $I_v = \{u \mid (u, v) \in E$, vertex $u$ is "undominated" after time $v - 1\}$. For an $f$-vertex $u$, $f(v') = u$ and $opt(v') = v$, to be charged to $w_2(v)$, vertex $v'$ must be in $I_v$ and $f$-vertex $u$ is in $D - C$. Since vertex $v$ is not put into $D$ at time $v$, it has at most $\lceil \sqrt{n} \rceil - 1$ adjacent "undominated" vertices after time $v - 1$, that is, $|I_v| \leq \lceil \sqrt{n} \rceil - 1$. Therefore, $w_2(v)$ is charged at most $\lceil \sqrt{n} \rceil - 1$ times by $f$-vertices.

Lemma 6. If $|C| = 1$ then the performance ratio of JUMP is at most $\lceil \sqrt{n} \rceil + 1$.

Proof. By Lemma 3 the set $D$ contains no $f$-vertices if $|C| = 1$. By Lemmas 1 and 2, $|D| \leq \lceil \sqrt{n} \rceil + 1$. The weight $w_2(c)$ is at most $\lceil \sqrt{n} \rceil + 1$ where $C = \{c\}$. Therefore, the performance ratio of JUMP is at most $\lceil \sqrt{n} \rceil + 1$ if $|C| = 1$.

Lemma 7. The performance ratio of JUMP is at most $1.5\sqrt{n} + c_1$ for some constant $c_1$.

Proof. By the above lemma we consider only the case that $|C| \geq 2$. Since $D$ consists of at most $\lceil \sqrt{n} \rceil$ $j$-vertices and one $r$-vertex, for each vertex $v \in C$, $w_2(v)$ is charged at most $(\lceil \sqrt{n} \rceil + 1)/2$ by $j$ and $r$ vertices. Furthermore, by Lemmas 4 and 5, for each vertex $v \in C$, $w_2(v)$ is charged at most, for $n \geq 2$, $\lceil \sqrt{n} \rceil - 1 + (\lceil \sqrt{n} \rceil + 1)/2$,

which is $1.5\sqrt{n} + c_1$ for some constant $c_1$.

Lower bound. We now use a strong adversary to prove that $\sqrt{n} - c_2$ is a deterministic lower bound for the performance ratio of the on-line dominating set problem for general graphs in this setting, where $c_2$ is a constant.

Theorem 8. $\sqrt{n} - c_2$ is a lower bound for the performance ratio of the on-line dominating set problem for general graphs in this setting.

Proof. Let $D$ be the dominating set selected by an on-line dominating set algorithm. For simplicity, we assume that $k = \sqrt{n} - 1$ is an integer. Let $S'_i = (V'_i, E'_i)$, where $V'_i = \{i, k + 1, i(k - 1) + 3, i(k - 1) + 4, \ldots, i(k - 1) + k + 1\} \text{ and } E'_i = \{(i, v) \mid v \in V'_i - \{i\}\}$ for $1 \leq i \leq k$.

From time intervals 1 to $k$, vertices 1, 2, 3, \ldots, $k$ are presented such that vertices $a_1, a_2, \ldots, a_p$ are included in $D$ and vertices $b_1, b_2, \ldots, b_q$ are not
included in \( D \) by the on-line algorithm, where \( \{a_1, a_2, \ldots, a_p, b_1, b_2, \ldots, b_q\} = \{1, 2, \ldots, k\} \) and \( p + q = k \). At time interval \( k + 1 \), vertex \( k + 1 \) is presented with adjacency to vertices \( 1 \) to \( k \) and to vertices in \( V_{b_1} \cup V_{b_2} \cup \cdots \cup V_{b_q} - \{k + 1\} \). After time \( k + 1 \), all vertices in \( (V_{b_1} \cup V_{b_2} \cup \cdots \cup V_{b_q}) - \{k + 1, b_1, b_2, \ldots, b_q\} \) are forced to be included in \( D \) with a structure shown in Fig. 1. Therefore, \( D = \{a_1, a_2, \ldots, a_p, k + 1\} \cup \{u \mid u \in (V_{b_1} \cup V_{b_2} \cup \cdots \cup V_{b_q}) - \{b_1, b_2, \ldots, b_q\}\} \). Since \( p \cdot k + q \cdot k + 1 = n \) and the minimum dominating set is \( \{b_1, b_2, \ldots, b_q, k + 1\} \), the lower bound for the performance ratio is

\[
\frac{q \cdot (k - 1) + p + 1}{1 + q} = \frac{k \cdot (1 + q) - 2q + 1}{1 + q} = \sqrt{n - 1} - \frac{2q - 1}{1 + q} \geq \sqrt{n - c_2}.
\]

3. The second on-line setting

In this setting, at time interval \( i \), the adjacency condition of vertex \( i \) to the vertices \( j, 1 \leq j < i \) is given. We show that \( n - 1 \) is the tight bound for this on-line setting.

First, we present an on-line algorithm for this setting for completeness although it is straightforward. At time \( i \), the algorithm puts vertex \( i \) into \( D \) if vertex \( i \) is not dominated by other vertices \( j, 1 \leq j < i \). It is easy to check that the performance ratio of the algorithm is \( n - 1 \), in particular, for graphs with a single dominating vertex. We now show that the lower bound is \( n - 1 \).

**Theorem 9.** \( n - 1 \) is a deterministic lower bound for the performance ratio of the on-line dominating set problem in this setting.

**Proof.** An adaptive adversary is given as follows. Let \( A \) be an on-line algorithm. The adversary keeps providing a vertex that is connected to all previous vertices till it is not put into \( D \). Let us say that this vertex is \( k \). Then the remaining vertices \( j, k + 1 \leq j \leq n \), are provided as being connected to vertex \( k \) only. Algorithm \( A \) has to choose the remained vertices so that \( D \) is \( \{1, 2, \ldots, k - 1, k + 1, k + 2, \ldots, n\} \). However, the minimum dominating set for this graph is \( \{k\} \). Therefore, \( n - 1 \) is a deterministic lower bound. \( \Box \)

From the above proof, we can see even if the given graph is known to be connected (or permutation, or interval) in advance, the lower bound remains the same.

**Corollary 10.** The deterministic lower bound for the performance ratio of the on-line dominating set problem for connected (even for permutation or interval) graphs in this setting is \( n - 1 \).

**Corollary 11.** \( n - 1 \) is the tight bound for the performance ratio of the on-line dominating set problem (even for connected, permutation, or interval graphs) in this setting.
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