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A random walk sampling algorithm allows the extraction of the density of states distribution in energy-reaction coordinate space. As a result, the temperature dependences of thermodynamic quantities such as relative energy, entropy, and heat capacity can be calculated using first-principles statistical mechanics. The strategies for optimal convergence of the algorithm and control of its accuracy are proposed. We show that the saturation of the error \cite{Q. Yan and J. J. de Pablo, Phys. Rev. Lett. 90, 035701 (2003); E. Belardinelli and V. D. Pereyra, J. Chem. Phys. 127, 184105 (2007)} is due to the use of histogram flatness as a criterion of convergence. An application of the algorithm to methane dimer hydrophobic interactions is presented. We obtained a quantitatively accurate energy-entropy decomposition of the methane dimer cavity potential. The presented results confirm the previous results, and they provide new information regarding the thermodynamics of hydrophobic interactions. We show that the finite-difference approximation, which is widely used in molecular dynamic simulations for the energy-entropy decomposition of a free energy potential, can lead to a significant error. © 2009 American Institute of Physics. [DOI: 10.1063/1.3077658]

I. INTRODUCTION

A free energy potential \( F(r) \) describes the relative thermodynamics for a conformational change of a system with a large number of degrees of freedom as a function of a reaction coordinate \( r \) (this usually represents a limited number of coordinates related to the conformational change of interest); this is performed by averaging over the ensemble of configurations in a state \( r \),

\[
F(r) = -k_B T \ln W(r) = -k_B T \ln \int \delta(r - r'(x))w(x)dx,
\]

where \( W(r) \) is the probability density of observing the macrostate \( r \) at a temperature \( T \), \( x \) is a point in the configurational space, \( w(x) \) is the probability density in the \( x \) space, \( k_B \) is Boltzmann’s constant, and \( \delta \) is the Dirac delta. For methane dimer hydrophobic association-dissociation in a water solution, for example, the distance between a pair of the methane particles serves as the reaction coordinate, while averaging is performed over the solvent degrees of freedom. In complex systems, the mapping of a potential function \( F(r) \) is hindered by the low statistical weights of the transitional states and/or by a rugged energy landscape. To alleviate these issues, different implementations of a nonphysical sampling approach are used in conjunction with molecular dynamic (MD) or Monte Carlo (MC) simulations.\textsuperscript{2-7} Upon calculating the free energy potential, the relative stability of the different conformations can be found. However, to better understand the mechanism of the conformational transition, it is important to also know the related changes in thermodynamic quantities such as energy, entropy, and heat capacity. Due to large fluctuations in the energy and entropy quantities (in proportion to the total number of particles), direct estimations of their relative changes by classical MD/MC methods are extremely inefficient.\textsuperscript{8} Few indirect methods have been developed to calculate the thermodynamics of a conformational change using MD simulations. Brooks\textsuperscript{9} proposed a method based on the evaluation of derivatives of the partition function. Smith et al.\textsuperscript{10} used the thermodynamic integration approach and the finite-difference approximation\textsuperscript{8} (FDA) to estimate the entropy component of a free energy potential. Among these methods, the FDA shows better performance.\textsuperscript{8} Mainly the FDA method is used for the energy-entropy decomposition of a free energy potential or related potential of mean force (PMF).\textsuperscript{11-18} Despite the use of long MD simulations, calculations of energy and entropy changes are still subject to large statistical errors. Consequently, such calculations are relatively rare, and their results are of a qualitative level.

Here, we show that reliable theoretical calculations of relative thermodynamic quantities can be achieved using the algorithm of a random walk in energy-reaction coordinate \((r,E)\) space. The output of this algorithm is the joint density of states (JDOS) \( g(r,E) \). With the \( g(r,E) \) function in hand, the temperature dependences of relative energy, entropy, and...
heat capacity can be calculated from a first-principles approach. Other useful thermodynamic information, e.g., the FDA error, can be estimated as well. The algorithm of a random walk to extract the JDOS is better known for calculations of thermal averages.\textsuperscript{19–26} Apparently the JDOS algorithm for \((r,E)\) variables is a promising tool for calculations of the thermodynamics of conformational changes as well.\textsuperscript{25}

The JDOS algorithm is a straightforward extension of the original Wang–Landau (WL) sampling algorithm.\textsuperscript{27,28} It should be noted that MD or classical Metropolis MC (Ref. 29) simulations produce an “importance sampling” that is in the vicinity of the maximum of the statistical distribution; meanwhile, the WL algorithm generates, upon convergence, “a random walk in energy space” by accepting stochastic configurations with a probability that is proportional to the reciprocal of the density of states. Such an organized stochastic walk moves randomly on the complex energy landscape, where the classical MD/MC methods used may be trapped in the concurrent potential wells.

The implementation of the WL/JDOS method in its original formulation leads to the saturation of the error (non-convergence) of the algorithm.\textsuperscript{21,30} Here we show that the nonconvergence is due to the use of an arbitrary chosen value of histogram flatness as the criterion of convergence. Based on the results of Morozov and Lin,\textsuperscript{31} we propose in this work an efficient criterion for the convergence of the WL/JDOS algorithm. The accuracy of the WL algorithm depends on the value of the modification factor.\textsuperscript{31,32} It also depends on the density of states function and the method used to pick up a trial state in the stochastic process.\textsuperscript{31} Here we propose a strategy to improve accuracy by tuning the stochastic process. The JDOS algorithm provides better sampling than the original WL algorithm by maintaining the correlations of the joint variables;\textsuperscript{24} however, it is also more complex and costly to calculate. The improvements and modifications proposed to overcome the calculation difficulties often sacrifice universality and elegance of the original WL method (see a comprehensive comparison made by Poulain et al.\textsuperscript{24}). Here we propose strategies for the optimal performance of the WL/JDOS algorithm while preserving a universal character and simplicity of its implementation.

In this work, the MC algorithm of a random walk in \((r,E)\) space is applied for calculations of hydrophobic interactions of the methane dimer in a water solution. The hydrophobic effect\textsuperscript{33} plays an important role in the conformational transitions of solvated biomolecules\textsuperscript{34,35} and, along with hydrogen bonding, is believed to be a determining factor in protein folding.\textsuperscript{36–38} For the simple model of the hydrophobic effect, the methane dimer in a water solution was intensively studied using a variety of force fields and MD/MC methods.\textsuperscript{3,8,10,12,14,15,39–42}

The rest of the paper is organized as follows. First, in Sec. II we briefly review the statistical mechanics background for the thermodynamics of a conformational change. Then, we describe the algorithm of a random walk in \((r,E)\) space and the proposed strategies for convergence, accuracy, and performance of the algorithm. Section IV contains the details of the presented simulations. In Sec. V, we compare our result for the methane dimer PMF to those of the previous MD simulations and present the quantitatively accurate results for the relative energy and entropy quantities. The estimation of the FDA error is presented in this section as well.

**II. STATISTICAL MECHANICS FORMULATIONS**

According to Eq. (1), the probability density \(W(r)\) is the projection of the probability density \(w(x)\) on the \(r\) space. The projection of \(w(x)\) on the \((r,E)\) space gives the probability density \(W(r,E)\). Since in the canonical ensemble \(w(x) = w(E(x))\), one finds that

\[
W(r,E) = \int \delta(r-r'(x))\delta(E-E'(x))w(x)dx = w(E)g(r,E),
\]

where \(w(E) = Z^{-1}e^{-E/k_BT}\) and \(Z\) is the partition function. Equation (1) for a free energy potential can be rewritten using the probability density \(W(r,E)\) as follows:

\[
F(r) = -k_BT\ln\int W(r,E)E = -k_BT\ln\frac{Z}{Z_r},
\]

where \(Z_r = \int g(r,E)exp(-E/k_BT)dE\) is the contribution of the state \(r\) to the partition function. The relative energy quantity \(E(r)\) reads

\[
E(r) = -\frac{\partial}{\partial T}\left(\frac{F(r)}{T}\right)_V = \langle E\rangle_r - \langle E \rangle.
\]

In Eq. (4), \(\langle \cdot \rangle_r\), designates the average over the ensemble of configurations in the state \(r\); for example, the average energy \(\langle E \rangle_r\) is given by the relationship

\[
\langle E \rangle_r = Z_r^{-1}\int E g(r,E)exp(-E/k_BT)dE.
\]

It is convenient to express the relative entropy quantity \(S(r)\) using \(\langle E \rangle_r\)

\[
S(r) = -\left(\frac{\partial F(r)}{\partial T}\right)_V = T^{-1}(\langle E \rangle_r - \langle E \rangle - F(r)).
\]

Similarly, the relative heat capacity quantity \(c_V(r)\) is

\[
c_V(r) = T\left(\frac{\partial S(r)}{\partial T}\right)_V = \frac{\langle E^2 \rangle_r - \langle E \rangle_r^2}{k_BT^2} - c_V.
\]

The temperature dependence of \(c_V(r)\) is related to the error of the FDA. The FDA requires three MD simulations at temperatures \(T\) and \(T \pm \Delta T\) to obtain the approximate entropy quantity \(S_{FDA}(r)\) from the relationship

\[
S_{FDA}(r) = -\frac{F(r)_{T+\Delta T} + F(r)_{T-\Delta T} - 2F(r)_T}{2\Delta T}.
\]

The series expansion of the right hand side of Eq. (8) to the third degree over \(\Delta T\) gives an estimation of the \(S_{FDA}(r)\) error, i.e.,
$$S_{\text{FDA}}(r) = S(r) - \frac{1}{6} \frac{\partial^2 F(x)}{\partial T^2} \Delta T^2$$
$$= S(r) + \frac{1}{6} \frac{\partial}{\partial T} \left( \frac{c_V(r)}{T} \right) \Delta T^2.$$  \hspace{1cm} (9)

Using Eq. (7) for $c_V(r)$, one can obtain from Eq. (9) the relationship
$$TS_{\text{FDA}}(r) \equiv TS(r) + \frac{1}{6} \left( \frac{\Delta E^3}{k_B T} - 3 \langle \Delta E^2 \rangle \right) \frac{\Delta T^2}{T} + \frac{T}{6} \frac{\partial}{\partial T} \left( \frac{c_V}{T} \right) \Delta T^2,$$  \hspace{1cm} (10)

where $\Delta E$ is $\Delta E = E - \langle E \rangle_r$. From this, the deviation $T(S_{\text{FDA}} - S)$ can be estimated, providing that the function $g(r, E)$ is known.

### III. A RANDOM WALK IN $(r, E)$ SPACE

Originally, the WL algorithm\(^{27,28}\) was proposed for discrete systems. We further assume that for continuous systems a binning scheme with discretization width $\Delta r$ and $\Delta E$ is used to fulfill a piecewise constant approximation of the density of states function (later we shall discuss the choice of $\Delta r$, $\Delta E$). A random walk in $(r, E)$ space is organized as follows. The transition probability for the stochastic process $x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_{i-1} \rightarrow x_i \rightarrow \cdots$ in the configurational space $x$ is proportional to the reciprocal of the current approximation of the density of states,
$$w(x_{i-1} \rightarrow x') = \min \left[ \frac{\exp \left( S_i(r(x_{i-1}), E(x_{i-1})) \right)}{\exp \left( S_i(r(x'), E(x')) \right)}, 1 \right],$$  \hspace{1cm} (11)

where $x_{i-1}$ and $x'$ are the old and trial configurations, respectively, the subscript $i$ denotes the $i$th iteration of the algorithm, and $S_i(r, E) = \ln g_i(r, E)$ is the dimensionless entropy. For the new configuration $x_i$, the dimensionless entropy $S_i(r, E)$ and the histogram $H_i(r, E)$ are modified according to the relationships
$$S_i(r(x_i), E(x_i)) = S_i(r(x_{i-1}), E(x_{i-1})) + \ln f_i,$$
$$H_i(r(x_i), E(x_i)) = H_i(r(x_{i-1}), E(x_{i-1})) + 1,$$  \hspace{1cm} (12)

where $f_i$ denotes the modification factor. For the first iteration, the initial modification factor $f_1 > 1$ and initial approximation $S^{(0)}(r, E)$ must be chosen. The beginning of the $i$th iteration is described by the relationships
$$S^{(0)}(r, E) = S_{i-1}(r, E), \quad f_i = \frac{f_i - 1}{f_i - 1}, \quad H_i(r, E) = 0.$$  \hspace{1cm} (13)

For example, in the original Wang and Landau\(^{27,28}\) works, the values $f_1 = e = 2.7182 \ldots$, $S^{(0)} = 0$, and $\alpha = 2$ were chosen. Finally, when $f_i \rightarrow 1$ and the stochastic chain is long enough, the approximation $S_i(r, E)$ converges to within an additive constant of the exact dimensionless entropy $S(r, E)$. It should be noted that the JDOS algorithm does not satisfy detailed balance and cannot be approximated by the Marcovian chain.

### A. Convergence

For long enough MC chains, using the exact density of states in Eq. (11) produces a flat histogram, i.e., $H(r, E) \equiv \text{const}$. Therefore, histogram “flatness” can be used as a criterion of convergence. \(^{27,28}\) Flatness which can be defined as $x = \text{max}(|H - \langle H \rangle|/\langle H \rangle)$, where $H$ runs over all histogram entries and $\langle H \rangle$ denotes the average histogram, is a system dependent criterion. \(^{28}\) Moreover, as mentioned in Sec. I, the choice of some constant value of $x$ will lead to the saturation of the algorithm error\(^{21,30}\) when $f_i \rightarrow 1$. Another approach is to control the number of visits per histogram entry. In our previous work, \(^{31}\) this type of convergence condition was obtained for a one-dimensional random walk in $E$ space [see Eq. (24) in Ref. 31] by extrapolation of the rigorous result for a two-state system onto a system with multilevel energy spectra. The proposed criterion in Ref. 31 depends on the system properties and on the implementation of the MC process as well. However, using the same approach as in Ref. 31, it is easy to show (see Appendix A) that with an increase in the error given by a factor of $\sqrt{2}$, the criterion of convergence can be derived in a system and MC independent manner. That is, each entry of the histogram must satisfy the following inequality:
$$H_i \geq \frac{\ln a}{2 \ln f_i},$$  \hspace{1cm} (14)

Convergence to the two-dimensional surface $g_i(r, E)$ requires satisfaction of the criterion in expression (14) for at least two independent directions in $(r, E)$ space. Providing that the distribution of trial states has no preferred direction in $(r, E)$ space, the convergence of a random walk can be controlled by the criterion
$$H_i \geq \frac{\ln a}{\ln f_i}.$$  \hspace{1cm} (15)

With increasing $i$ the number of MC steps due to the criterion in Eq. (24) of Ref. 31 grows as $\sim i/\ln f_i$, while inequalities (14) and (15) result in $\sim 1/\ln f_i$ MC steps. The use of inequality (15) requires the exclusion of the histogram entries that, due to physical reasons, are not accessible for a random walk. Troster and Dellago\(^{43}\) proposed the self-adaptive method to determine the accessible entries of the histogram. For the solvated methane dimer (see Sec. IV for the simulation details), we calculated the histogram flatness at convergence of the $i$th iteration controlled by the criterion in expression (15). The value of histogram flatness $x$, averaged over 16 MC trajectories, is shown in Fig. 1. The result shows that the use of histogram flatness as the criterion of convergence is inefficient both at the early and late stages of the iterative process. At the early stages, it leads to excessive calculations. Meanwhile at $f_i \rightarrow 1$, the arbitrary chosen constant $x$ finally leads to the above mentioned error saturation.

Since inequality (15) must be satisfied for each accessible entry of the histogram, the choice of a too small discretization will result in slow convergence. On the other hand, large discretization can lead to miscalculations of thermal averages.\(^{34}\) For chosen set of discretization parameters, it is necessary to check that a decrease in their values does
not change the thermodynamic functions of interest. To save calculation time, such a check can be done on small-size system.

B. Accuracy

For a physical quantity \( A \) we shall estimate the accuracy of thermal averaging \( \Delta_i \),

\[
\langle A \rangle_i = \langle A \rangle + \Delta_i(A),
\]

where \( \langle A \rangle_i \) and \( \langle A \rangle \) are the results of thermodynamic averaging using, respectively, the density of states due to the \( i \)th iteration and the exact density of states. It is convenient to define the error of the density of states as follows:

\[
g_{i,m} = g_m c_i \exp(\Delta_i(m)),
\]

where subscript \( m \) describes the two-dimensional \((r, E)\) lattice due to discretization of \((r, E)\) space, \( g_m \) denotes the exact density of states, and \( c_i \) is the multiplicative constant. The value of \( \Delta_i(m) \) can be estimated by calculating the standard deviation \( \sigma(\Delta_i(m)) \) for the distribution of \( \Delta_i(m) \) over all possible MC trajectories.\(^{31,32}\) Taking into account that \( \sigma(\Delta_i(m)) \) in the limit \( \ln f_i \to 0 \) scales\(^{31,32}\) as \( \sqrt{\ln f_i} \), one can represent \( \Delta_i(A) \) as follows:

\[
\Delta_i^{(A)} = \Delta_i \sqrt{\ln f_i},
\]

where, in a zeroth-order approximation over \( \ln f_i \), the factor \( \Delta_i \) depends only on a particular MC trajectory. The factor \( \Delta_i \) can be estimated as \( \sqrt{\Delta_i} \) (a line over the symbol denotes averaging over MC trajectories). Assuming that \( K \) statistically independent trajectories are available, \( \Delta_i \) can be estimated using the formula

\[
\Delta_i = \pm \sqrt{\frac{\sum_{k=1}^{K} (\langle A \rangle_{i,k} - \langle A \rangle_{i,k2})^2}{K(K-1) \ln f_i}},
\]

where \( \langle A \rangle_{i,k} \) denotes averaging using the density of states at the \( i \)th iteration of the \( k \)th trajectory. The cross terms \( \Delta_i^{(A)} \Delta_i^{(A)} \) are neglected in the right hand side of Eq. (19). The reason for this is that \( \Delta_i^{(A)} \) scales as \( \ln f_i \) [see Eq. (18) in Ref. 31]. Therefore, \( \Delta_i^{(A)} \) also scales as \( \ln f_i \). Hence, for statistically independent trajectories, the estimation \( \Delta_i^{(A)} \Delta_i^{(A)} = (\Delta_i^{(A)})^2 \right \langle \ln f_i \right \rangle^2 \) is valid. Providing that \( K \gg 1 \), the contribution of the cross terms on the right hand side of Eq. (19) tends to zero in the limit \( \ln f_i \to 0 \). Next, we take into account that averaging over \( K \) statistically independent MC trajectories reduces\(^{32}\) the standard deviation of \( \Delta_i(m) \),

\[
\sigma_{i,K} \equiv \sigma_i / \sqrt{K}.
\]

Therefore, the error of thermal averaging is also reduced by the same factor, i.e.,

\[
\Delta_i^{(A)} = \Delta_i \sqrt{K^{-1} \ln f_i},
\]

Since the calculation of statistically independent MC trajectories also improves performance of the WL/DOS algorithm (see Sec. III C), Eqs. (19) and (21) provide a practical method for estimating the error of thermal averaging for a physical quantity \( A \).

The error of a random walk sampling depends not only on the modification factor but also on the density of states and the implementation of the MC algorithm.\(^{31}\) Let us introduce the relative error for a pair of histogram entries \( m \) and \( k \),

\[
\frac{g_{i,m}}{g_{i,k}} = \frac{g_m}{g_k} \exp(\Delta_i(m,k)) = \left( 1 + \frac{\Delta g_{m,k}}{g_k} \right) \exp(\Delta_i(m,k)),
\]

where \( \Delta_i(m,k) = \Delta_i(m) - \Delta_i(k) \), \( \Delta g_{m,k} = g_m - g_k \). If with high probability \( m \) and \( k \) entries occur as the nearest neighbors on the MC trajectory, we will refer to \( \Delta_i(m,k) \) as the local error. For the case \( \ln f_i \to 0 \), the estimation of the local error is given by\(^{31}\)

\[
\sigma(\Delta_i(m,k)) \equiv k \sqrt{\left( 1 + \frac{\Delta g_{m,k}}{g_k} \right) \ln f_i},
\]

where \( k \) is the factor of the order of magnitude unity [it should be noted that for the distant entries the scaling relationship \( \sigma(\Delta_i(m,k)) \sim \sqrt{\ln f_i} \) is different from Eq. (23) due to correlations of the MC process]. For a particular MC trajectory, the distribution of \( \Delta g_{m,k} \) in Eq. (23) depends on the implementation of a method to pick up a trial state. It is reasonable to assume that for a given \( f_i \), the local error of the WL/DOS algorithm is determined by the average of \( \langle \Delta g_{m,k} \rangle \) per one MC step over the MC trajectory. In a linear approximation,

\[
\frac{\langle \Delta g_{m,k} \rangle}{g_k} \equiv \left\langle \frac{\partial S}{\partial r} (r_{m1} - r_{k1}) + \frac{\partial S}{\partial E} (E_{m2} - E_{k2}) \right\rangle \quad \equiv \left\langle \frac{\partial S}{\partial r} \right\langle (r_{m1} - r_{k1}) \right\rangle + \left\langle \frac{\partial S}{\partial E} \right\langle (E_{m2} - E_{k1}) \right\rangle,
\]

where \( \langle (r_{m1} - r_{k1}) \rangle \) and \( \langle (E_{m2} - E_{k1}) \rangle \) are the averages of the absolute change of \( r \) and \( E \) per one MC step, respectively. We propose that in an efficient implementation of the MC process, these averages are equal to the corresponding width of discretization, i.e.,
\[ \langle (r_{m1} - r_{k1}) \rangle = \Delta r, \langle (E_{m2} - E_{k2}) \rangle = \Delta E. \]  

(25)

It follows from Eqs. (23) and (24), for a given modification factor \( f_i \), that this strategy minimizes the WL/JDOS local error by adjusting the parameters of the MC process. On the other hand, because convergence depends on the number of \( m \rightarrow k \) and \( k \rightarrow m \) transitions,\(^{31} \) the choice of \( \langle (r_{m1} - r_{k1}) \rangle < \Delta r \) or \( \langle (E_{m2} - E_{k2}) \rangle < \Delta E \) will result in poor convergence of the algorithm. It should be noted that according to Eq. (24), the error of the WL/JDOS algorithm increases with increases in the gradient of the dimensionless entropy \( S \).

C. Performance

We shall describe the strategies to improve the performance of the algorithm assuming that \( K \) processor units are available. First, let us consider a slowdown of the expansion of the volume of random walking on the initial stage, \( i=1 \), of the simulation. The initial slowdown is an important issue if the number of the histogram entries is large. Zhou et al.\(^{25} \) described the mechanism of the initial slowdown and proposed a modification of the algorithm to overcome this issue. This modification is characterized by the complicated and system dependent input.\(^{24} \) On the other hand, the parallel implementation of the algorithm\(^{19} \) for \( K \) overlapping windows is an effective way to improve performance on the initial stage without complicating the input of the algorithm and without sacrificing its universal character.

Second, we shall describe the strategy to improve performance of the WL/JDOS algorithm for the case \( \ln f_i \rightarrow 0 \). At this stage, the parallel implementation of the algorithm bears the additional cost of calculations due to the boundary regions of the overlapping windows. Also, the parallel implementation can cause an increase in the error that, to our knowledge, has not yet been investigated. Instead it is more efficient to calculate \( K \) statistically independent MC trajectories. Comparing Eq. (18) and Eq. (21), one can see that the error given by Eq. (21) can be achieved in the standard one-trajectory WL/JDOS algorithm at the iteration with the modification factor \( \tilde{f}_i \). Using expression (15), one can easily estimate that for \( a=2 \), averaging over \( K \) independent MC trajectories is almost two times cheaper compared to the equivalent one-trajectory calculation starting with \( f_i \) and going up to \( \tilde{f}_i \). Consequently, as it follows from Eqs. (17) and (21), in the case of \( K \) statistically independent trajectories, expression (13) of the WL/JDOS algorithm is modified to

\[ S_f^{(0)}(r,E) = K^{-1} \sum_{k=1}^{K} S_{r_{i-1,k}}(r,E), \quad f_i = \frac{\tilde{f}}{f_{i-1}}, H(r,E) = 0, \]  

(26)

where index \( k \) designates the \( k \)th MC trajectory. It should be noted that if, because of a computer precision limit or high cost of computer calculations, the modification factor cannot be reduced further, the accuracy of the WL/JDOS algorithm can still be improved by accumulating the number of the statistically independent trajectories.

IV. SIMULATION DETAILS

Water-water interactions were approximated by the TIP3P potential.\(^{44} \) For methane-methane interactions, the optimized Lennard-Jones potential\(^{45} \)

\[ V(r) = 4V_{\text{meth}} \left[ \left( \frac{R_{\text{meth}}}{r} \right)^{12} - \left( \frac{R_{\text{meth}}}{r} \right)^{6} \right] \]  

(27)

was used with \( V_{\text{meth}} = 0.294 \text{ kcal/mol} \) and \( R_{\text{meth}} = 3.73 \text{ Å} \). The Lennard-Jones parameters for the water-methane interactions were obtained using the standard Lorentz–Berthelot combination rules.\(^{46} \) MC simulations were performed using the periodic boundary conditions and shifting of the potentials at a cutoff radius \( R_{\text{cut}} = 9 \text{ Å} \). The long range effect of Coulomb interactions was taken into account using the reaction field method\(^{47} \) with the dielectric constant of surrounding continuum \( \epsilon_r \) equal to the dielectric constant of TIP3P water at \( T = 300 \text{ K} \),\(^{48} \) \( \epsilon_r = 92 \). Although the choice of \( \epsilon_r \) is in accordance with the original motivation of the reaction field approximation, any constant value of \( \epsilon_r \) in the range \( \epsilon_r \leq \epsilon_r \leq \infty \) is acceptable for the boundary conditions.\(^{49} \) First, we placed 216 water molecules in a cubic box with a box side of about 18.7 Å, which corresponds to the equilibrium density of the TIP3P water model at \( T = 300 \text{ K} \) and a pressure of 1 atm.\(^{16} \) Using the gradient descent method, the configuration with energy \( E_{\text{mol}} \leq -9.5 \text{ kcal/mol} \) was obtained (\( E_{\text{mol}} \) designates energy per molecule). Next, two water molecules were replaced by two methane particles. This configuration was used as the starting point for the MC simulations.

The simulation was started in the parallel implementation\(^{19} \) with \( f_1 = e=2.7182 \ldots \), \( S_f^{(0)} = 0 \), and \( a=2 \). The depth of the methane-methane potential well was chosen as the energy discretization width, i.e., \( \Delta E = V_{\text{meth}} \). Such discretization was successfully used by Yan et al.\(^{20} \) in simulations of a Lennard-Jones fluid. The discretization width of the reaction coordinate was set to \( \Delta r = 0.015R_{\text{meth}} \). We confirmed that within an accuracy of 0.01 kcal/mol, decreases in the discretization parameters to \( \Delta E = V_{\text{meth}}/2 \) and \( \Delta r = 0.015R_{\text{meth}}/2 \) do not change the free energy potential of the methane dimer solvated by 114 water molecules. The parameters of the random movements were adjusted to satisfy the relationships in expression (25). On average, for each random movement of a water molecule, one movement of a methane particle occurred. Accordingly, the convergence was controlled by inequality (15).

The initially chosen energy range \(-11.5 \text{ kcal/mol} \leq E_{\text{mol}} \leq -7 \text{ kcal/mol} \) was divided into four overlapping windows. In each window, the reaction coordinate range was \( 0.875R_{\text{meth}} \leq r \leq R_{\text{cut}} \). The parallel calculation was stopped at the iteration \( f = 2^{-13} \), and the canonical distribution function \( \rho(E,T) \) was calculated for temperatures of 273 and 373 K. At this point, the energy range was reduced to \(-10.45 \text{ kcal/mol} \leq E_{\text{mol}} \leq -8.1 \text{ kcal/mol} \) by applying the conditions \( \rho \geq 10^{-8}, E < \langle E \rangle, T = 273 \text{ K} \) for low energies and \( \rho < 10^{-8}, E > \langle E \rangle, T = 373 \text{ K} \) for high energies \( \rho_{\text{max}} \) designates the maximum of the canonical distribution function, \( \rho_{\text{max}} = \rho(\langle E \rangle, T) \). Next, 16 statistically independent trajectories with \( \ln f = 2^{-14} \) were started using the result of the
parallel calculation as the initial approximation. After convergence of all 16 trajectories, the next iteration with \( \ln f = 2^{-18} \) was started according to expression (26). A total of 64 trajectories \( (K=64) \) were accumulated with \( \ln f = 2^{-18} \) to obtain the relative energy and entropy quantities with high resolution. The calculations were performed using eight Intel Core2 Duo E8500 processors. Approximately \( 5 \times 10^8 \) MC sweeps per particle were needed to converge a trajectory with \( \ln f = 2^{-18} \). One sweep takes approximately \( 2.5 \times 10^{-3} \) s.

V. RESULTS AND DISCUSSION

To exclude the volume effect from a free energy potential of a solvated dimer, it is convenient to use a PMF,

\[
G(r) = -k_B T \ln \frac{W(r)}{W_{id}(r)},
\]

where \( G(r) \) denotes the PMF and \( W_{id}(r) \) is the probability density for two ideal particles located at a distance \( r \). It can be easily found that the energy part of the PMF is equal to that of the free energy potential, while the exclusion of the volume effect changes the entropy. The entropy part of \( G(r) \) reads

\[
S(r) = - \left( \frac{\partial G(r)}{\partial T} \right)_V = T^{-1} \langle E(r) \rangle - \langle E \rangle - G(r).
\] (29)

The \( G(r) \) at \( T=300 \) K for the methane dimer, computed using Eqs. (3) and (28), is shown in Fig. 2. For comparison, the result of long MD simulations by Ghosh et al.\(^1\) is also shown in Fig. 2. Using Eq. (19) with \( K=64 \), we estimated that the inequality \( |\Delta G| \leq 14 \) kcal/mol is valid for the range \( 0.875 R_{\text{meth}} \leq r \leq R_{\text{cut}} \). Therefore, substitution of \( \ln f = 2^{-18} \) and \( K=64 \) into Eq. (21) gives the estimation of the PMF absolute error to be \( \Delta G(r) \approx \pm 0.004 \) kcal/mol. Similarly, for the energy quantity \( E(r) \), the estimation of the absolute error yields \( \Delta E(r) \approx \pm 0.04 \) kcal/mol. Since the PMF error is one order of magnitude lower than \( \Delta E(r) \), the error of the entropy quantity is the same as for \( \Delta E(r) \), i.e., \( \Delta (TS(r)) \approx \pm 0.04 \) kcal/mol.

The methane dimer potential energy is shown in Fig. 2 by a solid line. Subtraction of the potential energy from the
PMF gives the solvent contribution to the PMF, which is known as the cavity potential. In the frame of the chosen water and methane models, the presented calculations allow the quantitatively accurate energy-entropy decomposition of the cavity potential. The energy, \( E_{\text{cav}}(r) = E(r) - V(r) \), and entropy, \( -TS(r) \), parts of the cavity potential are shown in Fig. 3. In line with previous studies, our results show that the entropic stabilization\(^8\) of the contact pair (CP) minimum at around 3.9 Å is opposed by the energy part of the cavity potential. On the contrary, the energetic stabilization\(^15\) of the solvent (SS) separated minimum at around 7.3 Å is opposed by the maximum of the entropy part of the cavity potential. The high accuracy of the presented calculations allows for the detection of features of the methane cavity potential that, to our knowledge, have not been reported previously. First, the desolvation barrier at around 5.8 Å is contributed to by the related maximum of the entropic contribution. Second, the unfavorable energy contribution to the cavity potential decreases almost linearly between 4 and 6 Å.

An accurate calculation of the relative heat capacity quantity is more computationally expensive than that of \( E(r) \). Our result for \( c_V(r) \) is shown in Fig. 4. The estimation of the absolute error of \( c_V(r) \) gives \( \Delta c_V(r) = \pm 2 \text{ cal/mol K} \). Thus, the presented result is of a qualitative level. In agreement with previous studies,\(^49\)\(^-\)\(^51\) we found that \( c_V(r) \) shows a peak at the desolvation barrier in the region around 6 Å, followed by the deep minimum around 4.8 Å with a negative heat capacity contribution for the CP state.

Figure 5 shows the deviation \( T(S_{\text{FDA}} - S) \) relative to its value at \( r=9 \) Å for \( \Delta T=25 \) K and \( T=300 \) K. The maximum deviation reaches about \( 0.22 \pm 0.05 \text{ kcal/mol at the desolvation barrier} \). Though the systematic error of the FDA is usually obscured by the statistical error of the MD simulations, our result proves that the heat capacity temperature effect cannot be neglected. Since the deviation \( T(S_{\text{FDA}} - S) \) is proportional to the second power of \( \Delta T/T \), the use of the FDA at room temperatures requires \( \Delta T \leq 20 \text{ K} \) to obtain an accurate energy-entropy decomposition to within 0.1 kcal/mol. Thus, the assumed range in Ref. 8 of \( \Delta T \approx 30-50 \text{ K} \) is not satisfactory for quantitatively accurate calculations. It should be noted that MD simulations of the solvated xenon dimer\(^16\) indicate that the heat capacity effect of the TIP4P (Ref. 44) and TIP5P (Ref. 52) water models is stronger in comparison with that of the TIP3P model. Consequently the FDA error may be larger for these water models.

The one-dimensional cross sections of the dimensionless entropy surface at constant \( E_{\text{mol}} = -9.52 \text{ kcal/mol} \) (\( E=E_{\text{mol}} \)) and constant \( r=3.9 \text{ Å} \) (CP distance) are shown in Fig. 6, while the two-dimensional surface \( S(r,E) \) is shown in Fig. 7. One can see that sampling using a random walk in \( (r,E) \) space reveals with high accuracy (the estimation of the thermally averaged relative error gives \( \Delta S/S = \pm 0.002 \) at \( T = 300 \text{ K} \)) the energy-reaction coordinate correlations of the density of states. Even in the relatively simple case of the solvated methane dimer, these correlations are characterized by the complex landscape and by the relative differences to many orders of magnitude. In addition to the efficient sampling, another advantage is that the output of the WL/JDOS

![FIG. 6. The one-dimensional cross sections of \( S(r,E) \): (\( \square \)) at constant \( E = \langle E \rangle \) (axis: \( x \) at bottom; \( y \) at left); solid line: at constant \( r=3.9 \) Å (axis: \( x \) is \( E \) per molecule—at top; \( y \) at right).](image)

![FIG. 7. The two-dimensional surface \( S(r,E) \). The thermally averaged relative error at \( T=300 \text{ K} \) is 0.002.](image)

![FIG. 8. The temperature dependence of the average separation (\( \pm 0.02 \text{ Å} \)) of the methane particles.](image)
algorithm allows thermal averaging of the physical values of interest at different temperatures. For example, the temperature dependence of the average distance between the methane particles is shown in Fig. 8.

VI. CONCLUSION

With the proposed strategies in the present paper, the algorithm of a random walk in \((r, E)\) space [the JDOS algorithm for \((r, E)\) variables] should prove useful for calculations of the thermodynamics of a conformational change in complex molecular systems, e.g., for calculations of solvated biomolecules. While the present paper is limited to the thermodynamics of the canonical ensemble, generalization of the algorithm to other ensembles is straightforward.

APPENDIX A: CRITERION OF CONVERGENCE

In our previous work,\(^{31}\) we showed [see Eq. (17) in Ref. 31] that in the case of a one-dimensional random walk in \(E\) space, the local error of the density of states, \(\Delta_{\text{local}}\) [see Eq. (22) for the definition], is the sum of the term due to the initial deviation \(\Delta_{\text{init}}\) and the stochastic term \(\Delta_{\text{stoch}}\). From this,

\[
\Delta_{\text{local}} = \Delta_{\text{init}}^2 + 2\Delta_{\text{init}}\Delta_{\text{stoch}} + \Delta_{\text{stoch}}^2,
\]

where a line over the symbols denotes averaging over the MC trajectories. We have shown [see Eqs. (18) and (19) in Ref. 31] that in the limit \(\ln f_r \to 0\),

\[
\Delta_{\text{stoch}} \sim \ln f_r, \quad \sigma(\Delta_{\text{stoch}}) \sim \sqrt{\ln f_r}.
\]

From the relationships in expression (A2), it follows that

\[
\Delta_{\text{local}} \equiv \Delta_{\text{init}}^2 + 2\Delta_{\text{init}}\Delta_{\text{stoch}} + \sigma(\Delta_{\text{stoch}})^2.
\]

In Ref. 31 we showed that with increasing length of MC chain, \(\Delta_{\text{init}} \to 0\). The criterion of convergence in Eq. (24) of Ref. 31 was obtained by applying the condition

\[
\Delta_{\text{init}} \ll \sigma(\Delta_{\text{stoch}}).
\]

As a result, using Eqs. (A2)–(A4), one can easily estimate the local error, i.e., \(\sqrt{(\Delta_{\text{local}})^2} \equiv \sigma(\Delta_{\text{stoch}})\). The condition of convergence can be then modified to

\[
\Delta_{\text{init}} \ll \sigma(\Delta_{\text{stoch}}).
\]

In this case, as it follows from Eqs. (A2)–(A4), an increase in the local error is given by a factor of \(\sqrt{2}\), i.e., \(\sqrt{(\Delta_{\text{local}})^2} \equiv \sqrt{2}\sigma(\Delta_{\text{stoch}})\). From Eqs. (20)–(24) in Ref. 31, one can easily find that the condition in Eq. (A5) gives for the histogram entries

\[
H_r \geq \frac{\ln a}{2\ln f_r},
\]

This criterion of convergence does not depend on the specific properties of the simulated system or on the implementation of the MC process.