Optimization of the $T$ policy M/G/1 queue with server breakdowns and general startup times
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ABSTRACT

This paper investigates the $T$ policy M/G/1 queue with server breakdowns, and startup times. Customers arrive at the system according to a Poisson process. Service times, repair times, and startup times are assumed to be generally distributed. The server is turned on after a fixed length of time $T$ repeatedly until at least one customer is present in the queue. The server needs a startup time before starting the service. We analyze various system performance measures and develop the total expected cost function per unit time in which $T$ is a decision variable. We determine the optimum threshold $T^*$ and derive analytical results for sensitivity investigations. The sensitivity analysis is particularly valuable to the system analyst when evaluating future conditions. We also present extensive numerical computation for illustration purposes.
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1. Introduction

We consider a $T$ policy M/G/1 queue in which the server is subject to unpredictable breakdowns. It is assumed that arriving customers follow a Poisson process and the breakdown times of the server follow the negative exponential distribution. We also assume that the service times, the repair times, and the startup times obey a general distribution. After a period of time with length $T$, the server is turned on but is temporarily unavailable to serve the waiting customers even if there are customers in the waiting line. The server must wait until time $T$ to begin the service. Otherwise, the server waits another period of length $T$ and so on until at least one customer is present. When the server turns on, the server requires for the preparatory work (i.e. startup) before starting the service. Once the startup work is completed, the server immediately starts serving the waiting customers.

It is assumed that customers arrive at the system according to a Poisson process with parameter $\lambda$. The service times to the customers are independent and identically distributed (i.i.d.) random variables obeying an arbitrary distribution function $S(t)$ ($t \geq 0$) with a finite mean $\mu_S$ and a finite variance $\sigma_S^2$. The server is subject to breakdowns at any time with Poisson breakdown rate $\alpha$ when the server is working. When the server fails, the server is immediately sent into repair, where the repair times are i.i.d. random variables having a general distribution function $R(t)$ ($t \geq 0$) with a finite mean $\mu_R$ and a finite variance $\sigma_R^2$. Arrived customers form a single waiting line at a server based on the order of their arrivals. The server can serve only one customer at a time, and the service is independent of the arrival process. A customer who arrives and finds the server busy or broken down must wait in the queue until a server is available. Although no service occurs during the repair period of the server, customers continue to arrive following a Poisson process. If there is at least one customer in...
waiting line after a period of length \( T \), however, the server is immediately turned on (i.e. begin startup) but is temporarily unavailable to serve the waiting customers. The server needs a startup time with random length before starting the service. Again, the startup times are i.i.d. random variables obeying a general distribution function \( U(t) \) \((t \geq 0)\) with a finite mean \( \mu_u \) and a finite variance \( \sigma_u^2 \). Once the startup is completed, the server begins serving the waiting customers until the system becomes empty. Service is allowed to be interrupted if the server breaks down, and the server is immediately sent into repair. Once the server is repaired, the server immediately returns to serve the customers until there is no customer in the system.

Takagi [13] studied the \( N \) policy M/G/1 queue where the server requires a startup time before starting the service. The \( N \) policy means that the system reactivates as soon as the number of customers in the system reaches \( N (N \geq 1) \). The server returns to service customers if there is at least one customer present in the waiting line, but when there are no customers in the system, the server waits a fixed length of time \( T \). If after a period of length \( T \) has elapsed, there are no customers in the system, the server waits another period of length \( T \) and so on until at least one customer is present. This type of policy is called the \( T \) policy. The controllable queuing problem with \( T \) policy has been extensively investigated in the literature. A pioneering work in this field is Heyman [5] who first introduced the \( T \) policy. Without considering server breakdowns and general startup time case, the \( T \) policy M/G/1 queue was studied in [5,9,3]. Gakis et al. [3] developed the distributions and the first two moments of the busy and idle periods in an M/G/1 queue operating under six dyadic policies. Wang and Ke [14] analyzed an M/G/1 queue with server breakdowns operating under the \( N \) policy, the \( T \) policy, and the Min \((N, T)\) policy for which no sensitivity investigation is presented. They performed numerical comparisons of three policies which demonstrated that the optimal \( N \) policy and the optimal Min \((N, T)\) policy are superior to \( T \) policy. We should mention that our model extended Wang and Ke’s model with general startup time. Alfa and Li [1] studied the optimal \((N, T)\) policy for an M/G/1 queue with cost structure. Hur et al. [6] investigated an M/G/1 queue under \( N \) policy, \( T \) policy, and Min \((N, T)\) policy. They developed the steady-state distribution of the system size, the expected length of the busy and idle period, and the busy cycle for three policies, but they only determined the optimal operating \( N \) policy. Tadj [12] proposed an M/G/1 quorum queue operating under the \( T \) policy. He used probability generating function technique to obtain the steady-state system characteristics. Recently, Ke [7] examined a modified \( T \) vacation policy for an M/G/1 queue with an unreliable server and startup. Ke [7] derived the explicit formulae for various system performance measures such as the expected number of customers in the system, the expected waiting time in the queue, the expected lengths of the idle, busy, breakdown periods, and the expected length of the busy cycle, etc. We should note that in Levy and Yechiali [9], Gakis et al. [3], Tadj [12], and Ke [7], no optimal \( T \) policy with analytical results for sensitivity analysis is obtained.

Consider the manufacturing system of job-shop type, the facility can only handle one order at a time in which the fixed setup cost is incurred each time the facility is reopened. For manufacturing cost concern, the facility is only turned on when enough \( N \) orders are accumulated. This is the so-called \( N \) policy. The job-shop manufacturing system we examine here is similar to that with \( N \) policy but is controlled in another way in which the facility takes exactly one vacation when no order arrives after the facility finished all orders \((T \) policy\). In the \( T \) policy, the vacation can be utilized as a post-processing time after clearing the jobs in the system. If the manager wants to monitor continuously the queue for an arrival when the server is turned off. Although adopting the \( N \) policy is efficient in utilizing the system facilities which reduces the customer’s waiting time. However, the successive monitor may result in high management cost. To reduce the management cost, the managers would prefer the \( T \) policy.

The main contribution of this paper is threefold. First, we develop various system performance measures, such as the expected number of customers in the system, the expected length of the idle, busy and breakdown periods, and the expected length of the busy cycle, etc. Second, based on the derived results, we construct the total expected cost function per unit time, including customer holding cost, the system setup cost, server on and off costs, server startup cost, and server breakdown cost. We determine the optimal threshold \( T^* \) to minimize the total expected cost. Third, we obtain analytical results, and perform a sensitivity investigation on the optimum value \( T^* \) based on changes in specific values of the system parameters (e.g., \( \lambda, \mu, \alpha, \beta, \gamma \)) and the cost elements (e.g., \( C_h, C_i, C_s, C_{sp} \)).

2. System performance measures

In this section, we focus mainly on developing some important system performance measures, such as (i) the expected number of customers in the system; (ii) the expected length of the idle period, the complete startup period, the busy period, and the breakdown period; (iii) the expected length of the busy cycle; and (iv) the probability that the server is idle, startup, busy and broken down.

2.1. Expected number of customers in the system

Let \( H \) be a random variable representing the completion time of a customer, which includes both the service time of a customer and the repair time of a server. Applying the well-known results of Medhi and Templeton [10], the probability generating function (p.g.f) of the number of customers in the ordinary M/G/1 queue with server breakdowns is given by

\[
G(z) = \frac{(1 - \rho_H)(1 - z)f_H(\lambda - \lambda z)}{\bar{f}_H(\lambda - \lambda z) - z},
\]

(1)
where $\rho_H = \lambda E[H]$. In addition, $E[H] = \mu_S(1 + \alpha \mu_R)$ and $E[H^2] = (1 + \alpha \mu_R)^2(\mu_S^2 + \sigma_S^2) + \alpha \mu_S(\mu_R^2 + \sigma_R^2)$ (see Wang and Ke [14]). The traffic intensity $\rho_H$ is assumed to be less than 1. We consider a Poisson arrival process. Let $\xi_i$ denote the elapsed time between the $(i-1)^{th}$ and the $i^{th}$ arriving customer. Following Ross [11], the time interval $\xi_i$ are i.i.d. exponential random variables with mean $1/\lambda$. Let $A(t)$ denote the number of customers arriving into the system during $[0, t]$. Let $A_m$ be the arrival time of the $m^{th}$ customer and let $A_m = \sum_{i=1}^{m} \xi_i$. The distribution of $A_m$ occurring by time $t$ is given by

$$F_{A_m}(t) = P\{A_m \leq t\} = \int_0^t \frac{\lambda(t)^m}{(m-1)!} e^{-\lambda t} dt = 1 - \sum_{k=0}^{m-1} \frac{(\lambda t)^k}{k!} e^{-\lambda t} = P\{A(t) \geq m\}.$$  

It is obvious that

$$P\{A(t) = m\} = F_{A_m}(t) - F_{A_{m+1}}(t).$$

Hence, in a period of length $T$ and when there are at least $m$ ($m \geq 1$) customers in the system, the distribution of $A_m$ is given

$$F_{A_m}(T) = P\{A_m \leq T\} = 1 - \sum_{k=0}^{m-1} \frac{\lambda T^k}{k!} e^{-\lambda T}.$$  

Let $G_0(z)$ be the p.g.f. of the number of customers waiting in the queue when a busy period begins. Thus we have

$$G_0(z) = \sum_{m=0}^{\infty} z^m [F_{A_m}(T) - F_{A_{m+1}}(T)] = e^{-(1-z)\lambda T},$$

where $F_{A_0}(T) = 1$.

Let $G_u(z)$ be the p.g.f. of the number of customers arriving when a given startup period $U = u$ begins. Then we get $G_u(z) = e^{-(1-z)\lambda u}$. The Laplace–Stieltjes transform (abbreviated LST) of $G_u(z)$ is given by

$$\int_0^\infty G_u(z) d\xi(u) = F_U[\lambda (1 - z)].$$

Because the Poisson process from any point is independent of all that has previously occurred, we have $W(z) = G_0(z) F_U[\lambda (1 - z)] = e^{-(1-z)\lambda T} F_U[\lambda (1 - z)]$. For the $T$ policy $M/G/1$ queue with server breakdowns and startup time, we get the complete startup period (the idle period plus the startup period) as $1 - W(z)$. Using the well-known decomposition property concerning $M/G/1$ vacation queue studied in [2], we obtain the p.g.f. of number of customers in the $T$ policy $M/G/1$ queue with server breakdowns and general startup times as follows:

$$G_T(z) = G(z) \left[ \frac{1 - W(z)}{W'(1)(1 - z)} \right],$$

where $G(z)$ is given in (1). Let $L_T$ denote the expected number of customers in the $T$ policy $M/G/1$ queue with server breakdowns and general startup times. Thus we obtain from (2) that

$$L_T = G_T'(z)|_{z=1} = \frac{1}{(\lambda T + \rho_U)} \left[ \frac{\lambda^2 T^2}{2} + \lambda \rho_U T + \frac{\lambda^2 \sigma_U^2 + \rho_U^2}{2} \right] + \rho_H + \frac{\lambda^2 E[H^2]}{2(1 - \rho_H)},$$

where $\rho_U = \lambda \mu_U$.

### 2.2. Expected length of the idle, complete startup, busy, and breakdown periods

The idle period terminates when at least one customer arrives in system at the period $T$. Since the startup period starts when the idle period terminates, the complete startup period is represented by the sum of the startup period and the complete period. The server begins startup when there is at least one waiting customer at the end of the fixed period $T$ in the system. This is called the startup period. The startup period terminates when the server starts to serve the waiting customers. Since the complete period begins when the startup period is over and terminates when the system becomes empty, the complete period is represented by the sum of the busy period and the breakdown period. The busy period is initiated when the server completes his startup and begins serving the waiting customers. During the busy period, the server may break down and sent into repair immediately. This is call the breakdown period. After the server is repaired, he returns immediately and provides service until the system is empty. Let $H_0$ be the complete period of the ordinary $M/G/1$ queue with server breakdowns. Using the well-known result of Kleinrock [8, p. 213], we obtain the expected length of the complete period for the ordinary $M/G/1$ queue with server breakdowns as

$$E[H_0] = \frac{E[H]}{1 - \lambda E[H]} = \frac{\mu_S(1 + \alpha \mu_R)}{1 - \rho_H}.$$
2.2.1. Expected length of the idle period

The idle period \( I_T \) terminates when at least one customer arrives at the period \( T \). It is obvious that
\[
E[I_T] = T. \tag{5}
\]

2.2.2. Expected length of the complete startup period

Let \( V_T \) represent the complete startup period for the \( T \) policy \( M/G/1 \) queue with server breakdowns and general startup times. Thus we have \( V_T = H_T + U_T \), where \( H_T \) and \( U_T \) denote the complete period and the startup period, respectively. Let \( \bar{F}_{V_T} (\cdot) \) be the LST of the distribution of the complete startup period of the ordinary \( M/G/1 \) queue with server breakdowns.

The following notations are used.
\[
\begin{align*}
& F_{V_T} (\cdot) \quad \text{— distribution function of the complete startup period} \quad V_T \quad \text{of the} \quad T \quad \text{policy} \quad M/G/1 \quad \text{queue with server breakdowns and general startup times;} \\
& \bar{F}_{U_T} (\cdot) \quad \text{— distribution function of the startup period} \quad U_T \quad \text{of the} \quad T \quad \text{policy} \quad M/G/1 \quad \text{queue with server breakdowns;} \\
& F_{H_T} (\cdot) \quad \text{— distribution function of the complete period} \quad H_T \quad \text{of the ordinary} \quad M/G/1 \quad \text{queue with server breakdowns;} \\
& F_{H_T}^{(a+n)} (\cdot) = (a + n) - \text{fold convolution of} \quad F_{H_T} (\cdot). \\
\end{align*}
\]

By conditioning on the length of the startup time \( U \) and the number of arrivals during \( U \), we obtain from Gross and Harris [4, p. 277] that
\[
F_{V_T/A}(x) = \int_0^x \left( \sum_{n=0}^{\infty} \mathbb{P}(\text{given any startup time } = t, \text{ complete startup period generated by a customer arrival plus } n \text{ customers arrival in the complete period } H_T \text{ during } t \leq x - t)\right) dU(t)
\]
\[
= \int_0^x \sum_{n=0}^{\infty} \frac{e^{-\lambda t} (\lambda t)^n}{n!} F_{H_T}^{(a+n)} (x - t) dU(t). \tag{6}
\]

Taking the LST on both sides of (6) yields
\[
\bar{F}_{V_T/A}(s) = \left[ \bar{F}_{H_T}(s) \right]^a \bar{F}_{U_T} \left[ \lambda + s - \lambda \bar{F}_{H_T}(s) \right]. \tag{7}
\]

Differentiating (7) with respect to \( s \) and then setting \( s = 0 \), we obtain the expected length of the complete startup period given by \( A = a \) customers arriving during the period \( T \) as follows:
\[
E[V_T/A] = a = (a + \lambda \mu_U) E[H] + \mu_U.
\]

Using the fact that
\[
E[V_T] = E[E[V_T/A]],
\]
and
\[
E[A] = \sum_{a=1}^{\infty} a \frac{(\lambda T)^a e^{-\lambda T}}{a!} = \lambda T,
\]
we get
\[
E[V_T] = E[E(V_T/A)] = E \left( (A + \lambda \mu_U) E[H] + \mu_U \right).
\]

It follows that
\[
E[V_T] = E[A]E[H] + \lambda \mu_U E[H] + \mu_U = \frac{(T + \mu_U) \rho_H}{1 - \rho_H} + \mu_U. \tag{8}
\]

2.2.3. Expected length of the busy and breakdown periods

Recall that \( V_T = H_T + U_T \) which implies \( E[V_T] = E[H_T] + E[U_T] \). Hence from (8), we obtain
\[
E[H_T] = \frac{(T + \mu_U) \rho_H}{1 - \rho_H} = \mu_S (1 + \alpha \mu_R) (\lambda T + \rho_U) \frac{1}{1 - \rho_H}, \tag{9}
\]
and
\[
E[U_T] = \mu_U. \tag{10}
\]

Because the complete period is the sum of the busy period and the breakdown period, \( H_T = B_T + D_T \), which implies \( E[H_T] = E[B_T] + E[D_T] \). From (9), we find that
\[
E[B_T] = \frac{(\lambda T + \rho_U) \mu_S}{1 - \rho_H}, \tag{11}
\]
and
\[
E[D_T] = \frac{(\lambda T + \rho_U) \alpha \mu_S \mu_R}{1 - \rho_H}. \tag{12}
\]
2.3. Expected length of the busy cycle

The busy cycle for the $T$ policy $M/G/1$ queue with server breakdowns and general startup times, denoted by $C_T$, is the length of time from the beginning of the last idle period to the beginning of the next idle period. Since the busy cycle is the sum of the idle period ($I_T$), the startup period ($U_T$), the busy period ($B_T$), and the breakdown period ($D_T$), we get


From (5) and (8), we obtain

$$E[C_T] = \frac{T + \mu U}{1 - \rho_H}. \quad (14)$$

2.4. Probability that the server is turned-off, startup, busy and broken down

In steady-state, let

- $P_{I_T}$ ≡ probability that the server is idle;
- $P_{U_T}$ ≡ probability that the server is startup;
- $P_{B_T}$ ≡ probability that the server is busy;
- $P_{D_T}$ ≡ probability that the server is broken down.

From (5), (10)–(12) and (14), we get

$$P_{I_T} = \frac{E[I_T]}{E[C_T]} = \frac{T(1 - \rho_H)}{T + \mu U}, \quad (15)$$

$$P_{U_T} = \frac{E[U_T]}{E[C_T]} = \frac{\mu U(1 - \rho_H)}{T + \mu U}, \quad (16)$$

$$P_{B_T} = \frac{E[B_T]}{E[C_T]} = \rho, \quad (17)$$

$$P_{D_T} = \frac{E[D_T]}{E[C_T]} = \alpha \rho \mu_S, \quad (18)$$

where $\rho = \lambda \mu_S$. We demonstrate from (17) that the probability that the server is busy in the steady-state is equal to $\rho$.

3. The optimal $T$ policy

We develop an expected cost function per unit time for the $T$ policy $M/G/1$ queue with server breakdowns and general startup times in which $T$ is a decision variable. Our objective is to determine the optimum value of the control parameter $T$, say $T^*$, which minimizes this cost function. Since $E[B_T]/E[C_T]$ and $E[D_T]/E[C_T]$ are not functions of the decision variable $T$. Therefore, we will restrict ourselves to selecting the cost elements as follows.

- $C_h$ ≡ holding cost per unit time for each customer present in the system;
- $C_s$ ≡ setup cost per busy cycle;
- $C_i$ ≡ cost per unit time for keeping the server off;
- $C_{sp}$ ≡ startup cost per unit time for the preparatory work of the server before starting the service.

Utilizing the definition of each cost element listed above, the expected cost function per customer per unit time is given by

$$F(T) = C_h L_T + \frac{1}{E[C_T]} + C_p P_{I_T} + C_{sp} P_{U_T}. \quad (19)$$

Differentiating $F(T)$ with respect to $T$, we get

$$\frac{dF(T)}{dT} = \frac{C_h}{2} T^2 + \lambda \mu U T - \frac{\lambda (\sigma^2 + \mu^2)}{2} \left[ \frac{C_s + (C_{sp} - C_i) \mu_U}{(T + \mu U)^2} \right].$$

Setting $\frac{dF(T)}{dT} = 0$ yields

$$T^* = \frac{-\mu U + \sqrt{\sigma^2 + \frac{2 \left[ C_s + (C_{sp} - C_i) \mu_U \right] (1 - \rho_H)}}}{C_h \lambda}. $$

(21)
and since
\[ \frac{d^2F(T)}{dT^2} \bigg|_{T=T^*} = \frac{C_h \lambda \sigma_U^2 + 2 \left[ C_i + (C_{ip} - C_i) \mu_U \right] (1 - \rho_H)}{(T^* + \mu_U)^3} > 0. \] (22)
Thus \( T^* \) is the unique minimizer of \( F(T) \).

4. Analytical results for sensitivity investigation

A system analyst may concern with varying the system parameters over a reasonable range and observing the relative change in the system performance measures. A sensitivity investigation of different system parameters (\( \lambda, \mu, \alpha, \beta, \gamma \)) and cost parameters \( (C_h, C_i, C_{ip}) \) levels is particularly valuable when evaluating future conditions, where \( \mu_S = 1/\mu, \mu_R = 1/\beta \) and \( \mu_U = 1/\gamma \). We can assess how robust are to system input parameters. In the following, we conduct some sensitivity investigations on the optimal value \( T^* \) based on changes in the values of system parameters and cost parameters. It implies from (21), differentiating \( T^* \) with respect to \( \lambda \), we obtain
\[ \frac{\partial T^*}{\partial \lambda} = \frac{-\theta_1}{\lambda^2 \sqrt{\sigma_U^2 + 2h_1(1-\rho_H)}} < 0, \] (23)
where \( \theta_1 = \frac{[C_i + (C_{ip} - C_i) \rho_H]}{C_h} \).

It implies from (23) that \( T^* \) decreases in \( \lambda \). Differentiating \( T^* \) with respect to \( \mu \) yields
\[ \frac{\partial T^*}{\partial \mu} = \frac{\theta_1 (1 + \alpha \mu_R)}{\mu^2 \sqrt{\sigma_U^2 + 2h_1(1-\rho_H)}} > 0. \] (24)
It follows from (24) that \( T^* \) increases in \( \mu \). Similarly, differentiating \( T^* \) with respect to \( \alpha \) and \( \beta \) respectively, we obtain
\[ \frac{\partial T^*}{\partial \alpha} = \frac{-\theta_1 \mu_S \mu_R}{\sqrt{\sigma_U^2 + 2h_1(1-\rho_H)}} < 0, \] (25)
\[ \frac{\partial T^*}{\partial \beta} = \frac{-\theta_1 \mu_S \alpha}{\sqrt{\sigma_U^2 + 2h_1(1-\rho_H)}} < 0. \] (26)
The above results imply that \( T^* \) decreases in \( \alpha \) and \( \mu_R \), respectively. Recalling that \( \mu_R = 1/\beta \), we conclude that \( T^* \) increases in \( \beta \). Since \( \sigma_U^2 \) is a function of \( \gamma \), we can see how \( \gamma \) affects \( T^* \) while startup time distribution is given. For special case, suppose that the startup time distribution obeys an exponential distribution with mean \( \mu_U = 1/\gamma \). Substituting \( \sigma_U^2 = \mu_U^2 \) into (21) and then differentiating \( T^* \) with respect to \( \mu_U \), we get
\[ \frac{\partial T^*}{\partial \mu_U} = -1 + \theta_2 \mu_U + \frac{\mu_U + \theta_2}{\sqrt{\mu_U^2 + 2\theta_2 \mu_U + \frac{2C_i(1-\rho_H)}{C_{ip}}}}, \] (27)
where \( \theta_2 = \frac{(C_{ip} - C_i)(1-\rho_H)}{C_{ip}} \).

If \( \theta_2(C_{ip} - C_i) < 2C_i \), then we have \( \partial T^*/\partial \mu_U < 0 \). It follows that \( T^* \) increases in \( \gamma \). If \( \theta_2(C_{ip} - C_i) = 2C_i \), we get \( \partial T^*/\partial \mu_U = 0 \). Thus \( T^* \) is independent of \( \gamma \). Furthermore, if \( \theta_2(C_{ip} - C_i) > 2C_i \), we have \( \partial T^*/\partial \mu_U > 0 \). The result implies that \( T^* \) decreases in \( \gamma \). On the other hand, it can easily see from (21) that (i) \( T^* \) increases in \( C_s \) and \( C_{ip} \); and (ii) \( T^* \) decreases in \( C_i \) and \( C_h \).

5. Numerical comparisons

We present some numerical computations to verify the analytical results, and show how to make the decision based on minimizing the cost function \( F(T) \). The sensitivity investigation concentrates mainly on the exponential startup time distribution. The cost parameters \( C_h = 1000, C_i = 5, C_{ip} = 100, C_i = 60 \) are fixed. We consider the following four cases.

Case 1: Choose \( \mu = 0.5, 1.0, 1.5, 2.0, \alpha = 0.05, \beta = 3, \gamma = 3 \), and vary the values of \( \lambda \).
Case 2: Choose \( \lambda = 0.2, 0.4, 0.6, 0.8, \alpha = 0.05, \beta = 3, \gamma = 3 \), and vary the values of \( \mu \).
Case 3: Choose \( \lambda = 0.5, \mu = 1, \beta = 1, 2, 3, 4, \gamma = 3 \) and vary the values of \( \alpha \).
Case 4: Choose \( \lambda = 0.5, \mu = 1, \alpha = 0.2, 0.4, 0.6, 0.8, \gamma = 3 \) and vary the values of \( \beta \).

Fig. 1 reveals that (i) \( T^* \) is decreasing in \( \lambda \); (ii) as \( \lambda \) is fixed, \( T^* \) increases as \( \mu \) increases; and (iii) if \( \lambda \) is small enough, \( T^* \) increases more quickly and the values of \( T^* \) rarely change for different values of \( \mu \). From Fig. 2, we see that (i) \( T^* \) increases in \( \mu \); (ii) if \( \mu \) is small enough, \( T^* \) increases quickly; (iii) if \( \mu \) is large and \( \rho = \lambda/\mu \) is small enough, \( T^* \) is insensitive; and
Fig. 1. Plots of \((\lambda, T^*)\) with \(\mu = 0.5, 1, 1.5, 2, \alpha = 0.05, \beta = 3, \gamma = 3, C_i = 1000, C_h = 5, C_{sp} = 100, C_l = 60\).

Fig. 2. Plots of \((\mu, T^*)\) with \(\lambda = 0.2, 0.4, 0.6, 0.8, \alpha = 0.05, \beta = 3, \gamma = 3, C_i = 1000, C_h = 5, C_{sp} = 100, C_l = 60\).

Table 1
The optimal \(T^*\) and minimum expected cost \(F(T^*)\) with various \((\lambda, \mu)\)

<table>
<thead>
<tr>
<th>((\lambda, \mu))</th>
<th>((0.3, 0.5))</th>
<th>((0.3, 1.0))</th>
<th>((0.3, 1.5))</th>
<th>((0.3, 2.0))</th>
<th>((0.2, 1.0))</th>
<th>((0.4, 1.0))</th>
<th>((0.6, 1.0))</th>
<th>((0.8, 1.0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T^*)</td>
<td>22.6241</td>
<td>30.3119</td>
<td>32.4767</td>
<td>33.5071</td>
<td>39.8499</td>
<td>24.1892</td>
<td>15.9017</td>
<td>9.3975</td>
</tr>
<tr>
<td>(F(T^*))</td>
<td>57.8362</td>
<td>87.6679</td>
<td>97.0150</td>
<td>101.6107</td>
<td>87.9832</td>
<td>84.6451</td>
<td>72.1052</td>
<td>50.1233</td>
</tr>
</tbody>
</table>

(iv) If \(\mu\) is fixed and large enough, \(T^*\) decreases as \(\lambda\) increases. Furthermore, the optimal value, \(T^*\), and the corresponding minimum expected cost \(F(T^*)\) are displayed in Table 1 for parameters \(\alpha = 0.05, \beta = 3, \gamma = 3\).

It appears from Fig. 3 that (i) \(T^*\) decreases in \(\alpha\); (ii) as \(\alpha\) is fixed, the larger \(\beta\) has larger \(T^*\); and (iii) \(T^*\) has an upper bound as \(\alpha\) closes to zero. Fig. 4 reveals that (i) \(T^*\) increases in \(\beta\) but \(T^*\) is insensitive to \(\beta\) as \(\beta\) is large; and (ii) as \(\beta\) is fixed, the larger \(\alpha\) has the smaller \(T^*\). Furthermore, the optimal value, \(T^*\), and the corresponding minimum expected cost \(F(T^*)\) are shown in Table 2 for parameters \(\lambda = 0.5, \mu = 1, \gamma = 3\).

Fig. 5 indicates that (i) \(T^*\) increases in \(\gamma\); and (ii) as \(\gamma\) is smaller than 0.4, \(T^*\) increases quickly but \(T^*\) is insensitive to \(\gamma\) as \(\gamma\) is larger than 0.4. The optimal value, \(T^*\), and the corresponding minimum expected cost \(F(T^*)\) are displayed in Table 3 for parameters \(\lambda = 0.3, \mu = 1, \alpha = 0.05, \gamma = 3\).

To see how \(T^*\) changes when the cost parameter changes, we set \(\lambda = 0.3, \mu = 1, \alpha = 0.5, \beta = 3, \gamma = 3\), choose \(C_{sp} = 100, C_l = 60\), and vary the specified values of \((C_i, C_h)\). We observe from Table 4 that \(T^*\) increases in \(C_i\) and decreases in \(C_h\). On the other hand, we select \(C_i = 1000, C_h = 5\), and change the specified values of \((C_{sp}, C_i)\). Table 5 reveals that \(T^*\) increases in \(C_{sp}\) and decreases in \(C_i\), but \(T^*\) is insensitive to \((C_{sp}, C_i)\).
Fig. 3. Plots of \((\alpha, T^*)\) with \(\lambda = 0.5, \mu = 1, \beta = 1, 2, 3, 4, \gamma = 3, C_i = 1000, C_h = 5, C_{sp} = 100, C_i = 60.\)

Fig. 4. Plots of \((\beta, T^*)\) with \(\lambda = 0.5, \mu = 1, \alpha = 0.4, 0.8, 1.2, 1.6, \gamma = 3, C_i = 1000, C_h = 5, C_{sp} = 100, C_i = 60.\)

Fig. 5. Plots of \((\gamma, T^*)\) with \(\lambda = 0.3, \mu = 1, \alpha = 0.05, \beta = 3, C_i = 1000, C_h = 5, C_{sp} = 100, C_i = 60.\)
Table 2
The optimal $T^*$ and minimum expected cost $F(T^*)$ with various $(\alpha, \beta)$

<table>
<thead>
<tr>
<th>$\lambda = 0.5, \mu = 1, \gamma = 3, c_i = 1000, c_s = 5, c_g = 100, c_l = 60$</th>
<th>$(\alpha, \beta)$</th>
<th>$(0.5, 1.0)$</th>
<th>$(0.5, 2.0)$</th>
<th>$(0.5, 3.0)$</th>
<th>$(0.5, 4.0)$</th>
<th>$(0.4, 2.0)$</th>
<th>$(0.8, 2.0)$</th>
<th>$(1.2, 2.0)$</th>
<th>$(1.6, 2.0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(T^*)$</td>
<td>59.4781</td>
<td>76.9783</td>
<td>82.4260</td>
<td>85.0945</td>
<td>80.2654</td>
<td>66.7251</td>
<td>51.7803</td>
<td>34.1213</td>
<td></td>
</tr>
</tbody>
</table>

Table 3
The optimal $T^*$ and minimum expected cost $F(T^*)$ with various $\gamma$

<table>
<thead>
<tr>
<th>$\lambda = 0.3, \mu = 1, \alpha = 0.05, \beta = 3, c_i = 1000, c_s = 5, c_g = 100, c_l = 60$</th>
<th>$\gamma$</th>
<th>0.4</th>
<th>0.8</th>
<th>1.2</th>
<th>1.6</th>
<th>2.0</th>
<th>2.4</th>
<th>2.8</th>
<th>3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^*$</td>
<td>7.3990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F(T^*)$</td>
<td>126.8279</td>
<td>126.2007</td>
<td>125.7975</td>
<td>125.5548</td>
<td>125.3955</td>
<td>125.2834</td>
<td>125.2006</td>
<td>125.1368</td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, theoretical results of some important system performance measures are derived for the $T$ policy M/G/1 queue with server breakdowns and general startup times. We established a cost function to determine the optimal threshold $T$ numerically to minimize the expected cost. We performed a sensitivity investigation to discuss how the optimal threshold $T$ can be affected by the changes of the input parameters (or cost parameters) in the studied queueing service model. The sensitivity investigation is particularly valuable to the system analyst when evaluating future condition of the system.
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