Excitation properties of the H3 defect center in diamond: A theoretical study
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\textbf{A B S T R A C T}

Theoretical calculations on electronic excitation energies and absorption cross sections of the H3 defect center in diamond were performed. We constructed model clusters with up to 180 atoms to imitate the local environment of the defect center and conducted first-principle calculations. TD-DFT predicted most accurately vertical excitation energy, whereas TD-HF and CIS provided rough estimations for one- and two-photon absorption cross sections. It was found that a model cluster with a diameter larger than \(\approx 1.0 \text{ nm}\) is required, while relatively low-cost level of theory and basis set are sufficient for characterizing the excitation properties.

\section{1. Introduction}

The H3 defect center is the most common optical feature observed for natural diamonds radiation-damaged by high energy particles, formed by thermal annealing \cite{1}. The former creates lattice vacancies (V), which become mobile at temperatures above 500 \({}^\circ\text{C}\) and combined with A aggregates (two adjacent substitutional nitrogen atoms) to form the N–V–N structure with a \(\text{C}_2\text{v}\) symmetry \cite{1–4}. The absorption spectra of this center show a zero-phonon line (ZPL) at 2.463 eV (or 503.2 nm), corresponding to the transition between the ground state, \(\text{^1A}_1\), and the first excited state, \(\text{^1B}_1\). The phonon side bands peaks at \(\approx 2.61\) eV (or \(\approx 475\) nm) \cite{2,5–8}. The fluorescence of this transition occurs at \(\approx 530\) nm with a quantum yield of as high as 0.95 and a lifetime of \(\approx 17\) ns \cite{6,9,10}. While there is a \(^1\text{B}_1\) excited state lying just above the \(^1\text{B}_1\) state, the transition is symmetry-forbidden \cite{1,5}. At annealing temperatures above 1500 \({}^\circ\text{C}\), some nitrogen aggregates can decompose and release electrons, converting the neutral H3 centers to the negatively charged H2 centers whose ZPL and NV\textsuperscript{0} are the same \cite{12,13}

A previous study has measured the one-photon absorption (OPA) cross section of the \(^1\text{A}_1 \rightarrow ^1\text{B}_1\) transition to be \(1.4 \times 10^{-17}\) \(\text{cm}^2\) under 488 nm excitation using an Ar\textsuperscript{+} laser \cite{8}. More recently, our group recorded a similar value of \(\sigma_{\text{OPA}} = (1.7 \pm 0.5) \times 10^{-17}\) \(\text{cm}^2\) at 488 nm as well as \((2.1 \pm 0.5) \times 10^{-17}\) \(\text{cm}^2\) at 473 nm \cite{14}. While there have been many experimental measurements concerning this defect center, the corresponding theoretical explorations are quite few. Several studies have examined the stability of the H3 center using either semi-empirical or local density functional approaches \cite{15,16}, but so far a detailed computational characterization of the defect structure as well as its excitation properties is still absent. In this work, we present first-principle investigations on this defect center with the aid of molecular cluster models that have been proven reliable in previous works \cite{17,18}.

\section{2. Computational methods}

In order to calculate the excitation properties of the H3 defect center, the methodology developed in our previous study on the NV\textsuperscript{−} defect center \cite{17} has been applied. First of all, several finite-sized diamond lattice (large diamondoid) molecular cluster models were constructed to imitate the local environment of the defect center. The smallest one was \(\text{C}_{46}\text{(NVN)}\text{H}_{92}\), where two nitrogen atoms and one vacancy were enclosed by 48 carbon atoms and the surface was passivated by hydrogen atoms. Increasing the number of carbon shells around the defect center \(\text{C}_{68}\text{(NVN)}\text{H}_{106}\), \(\text{C}_{103}\text{(NVN)}\text{H}_{86}\), and \(\text{C}_{178}\text{(NVN)}\text{H}_{116}\) were obtained, which have spherical or ellipsoidal conformations (Fig. 1). These structures were then optimized either by the Hartree–Fock algorithm (HF) or by the density functional theory (DFT) with the B3LYP functional. Following the ground state geometry optimization, time-dependent methods including TD-HF and TD-DFT as well as configuration interaction singles (CIS) were applied to search electronic vertical excitation energies and transition dipole moments. The commonly used Pople basis set 6-31G was chosen, and 6-31 + G(d) was additionally tested in several cases to check the influence of the diffuse function. Dunning’s correlation consistent basis set cc-pVDZ was applied as well for comparison. All these computations were done by using the \textsc{Gaussian} 03 package \cite{19}. 
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The absorption cross sections could be calculated as soon as the information of excitation properties was computed. According to the derivations based on the Fermi golden rule, the one-photon absorption (OPA) cross section in atomic units is [17,20]

\[
\sigma_{\text{OPA}}(\omega) = \frac{4\pi^2 z_0^2}{3 n_f(\omega)} |R_0|^2 \sum_{\nu, \nu'} P_{\nu\nu'} |\langle \Theta_{\nu'} | \Theta_{\nu} \rangle|^2 D(\omega_{\nu', \nu} - \omega, \gamma_{\nu', \nu}),
\]

where \(\nu\) and \(\nu'\) refer to the initial and final electronic states \(i\) and \(f\) with vibrational quantum numbers \(\nu\) and \(\nu'\), respectively; \(\omega\) is the pumping energy (expressed as angular frequency); \(\omega_{\nu', \nu}\) is the energy gap between the two vibronic states; \(a = 7.297 \times 10^{-3}\) is the fine structure constant; \(n_f\) is the refractive index; \(R_0\) is the transition dipole moment depicted as a spatial vector. The distribution function, i.e. the summation over products of Boltzmann distributions or by fitting the shape of experimental spectra [21]. At low temperature, all the initial population readily resides in the \(\nu = 0\) level and Eq. (1) can be approximated as

\[
\sigma_{\text{OPA}}(\omega) = \frac{4\pi^2 z_0^2}{3 n_f(\omega)} |R_0|^2 \sum_{\nu, \nu'} |\langle \Theta_{\nu'} | \Theta_{\nu} \rangle|^2 D(\omega_{\nu', \nu} - \omega, \gamma_{\nu', \nu}),
\]

(2)

On the other hand, the two-photon absorption (TPA) cross section, with a single incident beam and the low temperature condition, is [17,22]

\[
\sigma_{\text{TPA,linear}}(\omega, \omega) = \frac{4\pi^2 z_0^2}{15 \pi n_f(\omega)} \sum_{\nu, \nu'} |\langle \Theta_{\nu'} | \Theta_{\nu} \rangle|^2 R_{\nu, \nu'}(\omega, \gamma_{\nu', \nu}),
\]

(3)

for linearly polarized incident field, and

\[
\sigma_{\text{TPA,circular}}(\omega, \omega) = \frac{4\pi^2 z_0^2}{15 n_f(\omega)} \sum_{\nu, \nu'} |\langle \Theta_{\nu'} | \Theta_{\nu} \rangle|^2 \left|D(\omega_{\nu', \nu} - 2\omega, \gamma_{\nu', \nu})\right|^2
\]

(4)

for circularly polarized incident field, where

\[
\sigma_{\text{TPA}}(\omega, \omega) = \sum_m \left( \frac{R_{m}^R R_{m}^i}{\omega_m - \omega} - \frac{R_{m}^R R_{m}^i}{\omega_m - \omega} \right)^2
\]

(5)

is the two-photon transition matrix element related to transition dipole moments involving the intermediate electronic state \(m\); \(a\) and \(b\) refer to molecular coordinates \(x, y,\) or \(z\); \(R_{m}^R\) represents the \(a\)-component of the transition dipole moment. It is noticed that the intermediate state \(m\) counts for all virtual states as well as the initial and final states for non-centrosymmetric systems [23–25].

3. Results and discussion

3.1. Vertical excitation energies

At the end of the optimization process for the ground state, all models achieved the totally symmetric term \(1^1A_1\) in the \(C_{2v}\) point group or \(1^1A'\) state in the \(C_1\) point group, independent of level of theory or basis set used. The first excited state was found to be \(1^1B_1\) in larger model clusters (with 84 or more carbon atoms) with a \(1^1A_2\) state appearing in its vicinity. Table 1 lists the computational results for the first three excited states, and Fig. 2 illustrates the vertical excitation energies from the ground state to the first \(1^1B_1\) excited states, obtained at different cluster sizes and different levels of computation. It is noticed that the cc-pVDZ basis set yielded virtually the same results as the 6-31G(d) one, e.g. the calculated excitation energy differed by only \(\sim 1\%\), hence the results are omitted from the table.

The vertical excitation energy to the first excited state, \(\Delta E\), as measured experimentally can be best reproduced by TD-DFT calculation for larger models, similar to our previous finding for the NV-center [17]. The value computed for the largest model cluster (178 carbon atoms) was 2.77 eV, which compares satisfactorily with the experimental absorption maximum of \((2.61 \pm 0.10)\) eV. At this level of theory, the second excited state, \(1^1B_2\), to which the transition from the ground state is symmetry-forbidden, was predicted to lie above \(1^1B_1\) by \(\sim 0.05\) eV, which is in a good agreement with experimentally reported values [1,5]. Examining the molecular orbitals (MOs, demonstrated in Fig. 3) and the configuration-interaction expansion coefficients of these transitions suggests that the HOMO \((n_1)\) – LUMO \((b_1)\) transition plays a leading role in the \(1^1A_1\rightarrow1^1B_1\) excitation, and the HOMO–1 \((b_2)\) – LUMO \((b_1)\) transition participates mostly in the \(1^1A_1\rightarrow1^1A_2\) excitation. The two occupied MOs mentioned here are nearly degenerate, resulting in the nearly degenerate excited states.

Comparisons of the TD-DFT result with those of TD-HF and CIS in Table 1 shows that the vertical excitation energies calculated with the latter two methods are significantly overestimated. The reason for this discrepancy is closely associated with the fact that the Kohn–Sham formalism evaluates the energies of virtual MOs more accurately than the HF algorithm [26]. On the other hand, it is noted that the introduction of diffuse functions into the basis sets has only a minor effect on the calculations with larger cluster models, because these clusters are large enough to avoid the interference from surface atoms and to prevent electron densities leaking out of the defect center. The ‘threshold’ of this cluster size effect is about 84 carbon atoms, corresponding to a diameter of \(\sim 1.0\) nm, in both NV- and H3 cases.
3.2. One- and two-photon absorption cross sections

According to Eq. (2) the OPA cross sections of the H3 defect center with current model clusters have been calculated. The distribution function was approximated ~57 au at the excitation wavelength of 473 nm (or 2.62 eV, corresponding to the absorption maximum) by fitting the absorption spectral curve reported in Ref. [6]. The refractive index $n_e = 2.439$ at this wavelength has been reported [1]. With the computed information of vertical excitation energies and transition dipole moments, $\sigma_{\text{OPA}}$ values of transitions from the ground state to the first $1^1B_1$ excited state were carried out as tabulated in Table 2 and illustrated in Fig. 4.

The calculated results of the H3 center showed the same trend as those in the NV$^-$ case that TD-DFT severely underestimated the OPA cross sections by a factor of about 4–5, probably due to under-valuing the transition dipole moments. The CIS and TD-HF values, (2.59 ± 0.28) $\times$ 10$^{-17}$ cm$^2$ and (2.02 ± 0.29) $\times$ 10$^{-17}$ cm$^2$, respectively, were in good agreement with the experimental data, (2.1 ± 0.5) $\times$ 10$^{-17}$ cm$^2$, measured under the 473 nm excitation [14]. However, the agreement was rather coincident because the latter two methods overestimated the vertical excitation energies as twice the experimental value (Fig. 2) and therefore raised the OPA cross sections [cf. Eq. (2)]. If the vertical excitation energy had been calculated correctly, $\sigma_{\text{OPA}}$ obtained from CIS and TD-HF should also be somewhat underestimated, similar to that occurred in the NV$^-$ case [17].

The TPA cross section of the H3 center, on the other hand, has not been measured experimentally so far. In a previous study of the NV$^-$ center, the authors applied in the TPA process just twice the excitation wavelength of the OPA measurements, hence keeping the same total pumping energy [27]. In the present H3 center case, however, there is no suitable laser light source fitting this condition (i.e. $\omega_{\text{TPA}} = 946$ nm when $\omega_{\text{OPA}} = 473$ nm). Nevertheless, we could roughly predict $\sigma_{\text{TPA}}$ with the aid of CIS calculation which provides necessary information of transition dipole moments between excited states. It has been known that although CIS presents systematic deviation in computed results, by error cancellation it could still estimate absorption cross sections to the correct order of magnitude [17]. Obtaining vertical excitation energies and transition dipole moments of the first several states from computation, $\sigma_{\text{TPA}}$ at the ‘946 nm’ excitation was deduced using Eqs. (3)–(5).

Due to the selection rule in the C$_{2v}$ point group, the symmetry-allowed two-photon process between the ground state ($1^1A_1$) and the first excited state ($1^1B_1$) requires an intermediate state of either $1^1A_1$ or $1^1A'$. The $1^1B_1$ excitation was predicted to be a negligible value, $\sim 1.0 \times 10^{-53}$ cm$^4$ s ($\sim 0.001$ GM) per photon. On the other hand,
the excitation to the second excited state (1A2) should also be considered because of its vicinity in energy. The 1A1 → 1A2 transition is symmetry-forbidden in the one-photon process but allowed in the two-photon process via a 1B1 or a 1B2 intermediate state. The calculated values were much larger than the former transition but yet minute, that is, ~3.0 × 10^{-22} cm^2 s per photon or ~4.5 × 10^{-22} cm^2 s per photon under linearly or circularly polarized incident field, respectively. Concluding these findings, while the OPA absorption cross sections at the total excitation energy of 473 nm, the TPA process with the same total excitation energy is quite weak, suggesting a very hard experimental observation.

4. Summary

The procedure developed in the theoretical studies on the diamond NV\(^-\) defect center could be duplicated well in the case of the H3 defect center, which has the N–V–N structure in the C\(_{2v}\) point group with the neutral charge state. Establishing model clusters up to 178 carbon and 2 nitrogen atoms, we successfully reproduced the vertical excitation energy from the ground state (1A1) to the first excited state (1B1), together with locating the nearby second excited state (1A2) to which the transition from the ground state is symmetry-forbidden, using TD-DFT computations with the B3LYP functional and the 6-31G(d) basis set. CIS and TD-HF, on the other hand, showed the one-photon absorption cross sections relatively close to experimental measurements. CIS further predicted very small two-photon absorption cross sections at the total excitation energy corresponding to the one-photon absorption maximum, awaiting experimental verification. These achievements promised further computational investigations on other defect centers in diamond.
Fig. 4. Calculated OPA cross sections of the $^1A_1 \rightarrow ^1B_1$ (or $^3A' \rightarrow ^3A''$) transition of the H3 defect center in diamond at its absorption maximum. The experimental value at 473 nm (or 2.62 eV) is $(2.1 \pm 0.5) \times 10^{-17}$ cm$^2$ [14].
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