Improving the characterization of the alternative hypothesis via minimum verification error training with applications to speaker verification
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\textbf{ABSTRACT}

Speaker verification is usually formulated as a statistical hypothesis testing problem and solved by a log-likelihood ratio (LLR) test. A speaker verification system's performance is highly dependent on modeling the target speaker's voice (the null hypothesis) and characterizing non-target speakers' voices (the alternative hypothesis). However, since the alternative hypothesis involves unknown impostors, it is usually difficult to characterize a priori. In this paper, we propose a framework to better characterize the alternative hypothesis with the goal of optimally distinguishing the target speaker from impostors. The proposed framework is built on a weighted arithmetic combination (WAC) or a weighted geometric combination (WGC) of useful information extracted from a set of pre-trained background models. The parameters associated with WAC or WGC are then optimized using two discriminative training methods, namely, the minimum verification error (MVE) training method and the proposed evolutionary MVE (EMVE) training method, such that both the false acceptance probability and the false rejection probability are minimized. Our experiment results show that the proposed framework outperforms conventional LLR-based approaches.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

In many practical pattern recognition applications, it is necessary to make a binary decision, such as “yes/no” or “accept/reject”, with respect to an uncertain hypothesis that can only be validated through its observable consequences. In a statistical framework, the problem is generally formulated as a test that involves a null hypothesis, $H_0$, and an alternative hypothesis, $H_1$, regarding some measurement $L(X)$ for a given observation $X$:

$$L(X) = \begin{cases} \frac{p(X|H_0)}{p(X|H_1)} \geq \theta & \text{accept } H_0 \\ \frac{p(X|H_0)}{p(X|H_1)} < \theta & \text{accept } H_1 \text{ (i.e., reject } H_0) \end{cases}$$

where $\theta$ is the decision threshold. A number of measurements have been investigated for various applications, with the log-likelihood ratio (LLR) measure combined with parametric modeling being the most popular. Specifically, each hypothesis is represented by a set of probability-related parameters through a training process, and the probability of generating a given observation $X$ is then evaluated for the parameter set of each hypothesis. The LLR test is expressed as

$$L(X) = \log \frac{p(X|H_0)}{p(X|H_1)} \begin{cases} \geq \theta \text{ accept } H_0 \\ < \theta \text{ accept } H_1 \text{ (i.e., reject } H_0) \end{cases}$$

where $p(X|H_i)$, $i = 0$ or 1, is the probability of observation $X$ under hypothesis $H_i$. The hypotheses $H_0$ and $H_1$ can be represented by parametric models such as Gaussian mixture models (GMMs) \cite{1,2}, which are usually denoted as $\tilde{\lambda}$ (the null hypothesis model or target model) and $\bar{\lambda}$ (the alternative hypothesis model or anti-model).

However, in most applications, the alternative hypothesis model is usually ill-defined and difficult to characterize a priori. For example, in speaker verification \cite{3–7}, the problem of determining if a speaker is who he or she claims to be is normally formulated as follows: given an unknown utterance $U$, determine whether

$H_0 : U$ is from the target speaker, or

$H_1 : U$ is not from the target speaker.

Though $H_0$ can be modeled straightforwardly using speech utterances from the target speaker, $H_1$ does not involve any specific
speaker, and hence lacks explicit data for modeling. Thus, a number of approaches have been proposed to better characterize $H_1$. One popular approach pools all the speech data from a large number of background speakers and trains a single speaker-independent model $Q$, called the world model or the universal background model (UBM) [2]. During a test, the LLR measure that an unknown utterance $U$ was spoken by the claimed speaker can be evaluated by

$$L_{UBM}(U) = \log p(U|\lambda) - \log p(U)Q,$$

where $\lambda$ is the target speaker model trained using speech from the claimed speaker. The larger the value of $L_{UBM}(U)$, the more likely it is that the utterance $U$ was spoken by the claimed speaker. Due to the good generalization ability of the UBM, $L_{UBM}(U)$ (usually called the GMM–UBM method [2]) is considered as a current state-of-the-art solution to the text-independent speaker verification problem.

Instead of using a single model, an alternative approach is to train a set of models $\{\lambda_1, \lambda_2, \ldots, \lambda_B\}$ using speech from several representative speakers, called a cohort [9], which simulates potential impostors. This leads to the following possible Hybrid hypothesis can be characterized by:

1. the likelihood of the most competitive cohort model [10], i.e.,

$$L_{Max}(U) = \log p(U|\lambda) - \max_{1 \leq i \leq B} \log p(U|\lambda_i),$$

2. the arithmetic mean of the likelihoods of the $B$ cohort models [1], i.e.,

$$L_{Ari}(U) = \log p(U|\lambda) - \log \left\{ \frac{1}{B} \sum_{i=1}^{B} p(U|\lambda_i) \right\},$$

3. the geometric mean of the likelihoods of the $B$ cohort models [10], i.e.,

$$L_{Geo}(U) = \log p(U|\lambda) - \log \left\{ \left( \frac{1}{B} \sum_{i=1}^{B} p(U|\lambda_i) \right) \right\}.$$

In a well-known score normalization method called T-norm [12,13], $L_{Geo}(U)$ is divided by the standard deviation of the log-likelihoods of the $B$ cohort models.

The approaches in Eqs. (3)–(6), which have been proposed to characterize $H_1$, can be expressed collectively in the following general form [2]:

$$p(U|\lambda) = \Psi(p(U|\lambda_1), p(U|\lambda_2), \ldots, p(U|\lambda_N)).$$

where $\Psi(\cdot)$ denotes a certain function of the likelihoods computed for a set of so-called background models $\{\lambda_1, \lambda_2, \ldots, \lambda_N\}$. For example, if the background model set is generated from a cohort, letting $\Psi(\cdot)$ be the maximum function yields $L_{Max}(U)$, while the arithmetic mean yields $L_{Ari}(U)$, and the geometric mean yields $L_{Geo}(U)$. When $\Psi(\cdot)$ is an identity function, $N = 1$, and $\lambda_1 = Q$, Eq. (7) yields $L_{UBM}(U)$.

However, there is no theoretical evidence to indicate which method of characterizing $H_1$ is optimal, and the selection of $\Psi(\cdot)$ is usually application and training data dependent. More specifically, a simple function, such as the arithmetic mean, the maximum, or the geometric mean, is a heuristic that does not involve any optimization process. Thus, the resulting system is far from optimal in terms of verification accuracy. Although the GMM–UBM method is a current state-of-the-art solution to the text-independent speaker verification problem, there is no optimization process of characterizing $H_1$ to support its discriminability. To handle this problem more effectively, it is necessary to design a trainable mechanism for $\Psi(\cdot)$. We therefore propose a framework that characterizes the alternative hypothesis by exploiting information available from background models, such that the utterances of the impostors can be more effectively distinguished from those of the target speaker. The framework is built on either a weighted geometric combination (WGC) or a weighted arithmetic combination (WAC) of the likelihoods computed for background models. In contrast to the geometric mean in $L_{Geo}(U)$ or the arithmetic mean in $L_{Ari}(U)$, both of which are independent of the system training, our combination scheme treats the background models unequally according to how close each individual is to the target speaker model, and quantifies the unequal nature of the background models by a set of weights optimized in the training phase. The optimization is carried out with the minimum verification error (MVE) criterion [14–15], which minimizes both the false acceptance probability and the false rejection probability. Since the characterization of the alternative hypothesis is closely related to the verification accuracy, the resulting system is expected to be more effective and robust than those of conventional methods.

The concept of MVE training stems from minimum classification error (MCE) training [21–24], where the former could be a special case of the latter when the classes to be distinguished are binary. Although MVE training has been extensively studied in the literature [14–20], most studies focus on better estimating the parameters of the target model. In contrast, we try to improve the characterization of the alternative hypothesis by applying MVE training to optimize the parameters associated with the combinations of the likelihoods from a set of background models. Traditionally, MVE training has been realized by the gradient descent algorithms, e.g., the generalized probability descent (GPD) [14], but the approach only guarantees to converge to a local optimum. To overcome such a limitation, we propose a new MVE training method, called evolutionary MVE (EMVE) training, for learning the parameters associated with WAC- and WGC-based LLR measures based on a genetic algorithm (GA) [25]. It has been shown in many applications that GA-based optimization is superior to gradient-based optimization, because of GA’s global scope and parallel searching power. To facilitate the EMVE training, we designed a new mutation operator, called the one-step gradient descent operator (GDO), for the genetic algorithm. The results of speaker verification experiments conducted on the Extended M2VTS Database (XM2VTSDB) [29] demonstrate that the proposed methods outperform conventional LLR-based approaches.

The remainder of this paper is organized as follows. Section 2 presents the proposed methods for characterizing the alternative hypothesis. Sections 3 and 4 describe, respectively, the gradient-based MVE training and the EMVE training used to optimize our methods. Section 5 contains the experiment results. Then, in Section 6, we present our conclusions.

## 2. Characterization of the alternative hypothesis

To characterize the alternative hypothesis, we generate a set of background models using data that does not belong to the target speaker. Instead of using the heuristic arithmetic mean or geometric mean, our goal is to design a function $\Psi(\cdot)$ that optimally exploits the information available from background models. In this section, we present our approach, which is based on either the weighted arithmetic combination (WAC) or the weighted geometric combination (WGC) of the useful information available. Moreover, the LLR measure based on WAC or WGC can be viewed as a generalized and trainable version of $L_{UBM}(U), L_{Max}(U), L_{Ari}(U)$ or $L_{Geo}(U)$. 

---


---
2.1. The weighted arithmetic combination (WAC)

First, we define the function $\Psi(\cdot)$ in Eq. (7) based on the weighted arithmetic combination as

$$ p(U|\lambda) = \Psi(p(U|\lambda_1), \ldots, p(U|\lambda_N)) = \frac{1}{N} \sum_{i=1}^{N} w_i p(U|\lambda_i), $$

where $w_i$ is the weight of the likelihood $p(U|\lambda_i)$ subject to $\sum_{i=1}^{N} w_i = 1$. This function assigns different weights to $N$ background models to indicate their individual contribution to the alternative hypothesis. Suppose all the $N$ background models are Gaussian mixture models (GMMs); then, Eq. (8) can be viewed as a mixture of Gaussian mixture density functions. From this perspective, the alternative hypothesis model $\mathcal{H}$ can be viewed as a GMM with two layers of mixture weights, where one layer represents each background model and the other represents the combination of background models.

2.2. The weighted geometric combination (WGC)

Alternatively, we can define the function $\Psi(\cdot)$ in Eq. (7) from the perspective of the weighted geometric combination as

$$ p(U|\lambda) = \Psi(p(U|\lambda_1), \ldots, p(U|\lambda_N)) = \prod_{i=1}^{N} p(U|\lambda_i)^{w_i}. $$

Similar to the weighted arithmetic combination, Eq. (9) considers the individual contribution of a background model to the alternative hypothesis by assigning a weight to each likelihood value. One additional advantage of WGC is that it avoids the problem where $p(U|\lambda) = 0$. The problem can arise with the heuristic geometric mean because some values of the likelihood may be rather small compared to the mean because some values of the likelihood may be rather small.

2.3. Relation to conventional LLR measures

We observe that Eqs. (8) and (9) are equivalent to the arithmetic mean and the geometric mean, respectively, when $w_i = 1/N$, $i = 1, 2, \ldots, N$; in other words, all the background models are assumed to contribute equally. It is also clear that both Eqs. (8) and (9) will degenerate to a maximum function if we set $w_i = 1$, where $i = \text{argmax}_i \leq i < N p(U|\lambda_i)$, and $w_i = 0$, $\forall i \neq i^*$. Furthermore, the LLR measure based on Eq. (8) or (9) will degenerate to $L_{\text{UBM}}(U)$ in Eq. (3) if only a UBM $\Omega$ is used as the background model. Thus, both WAC- and WGC-based LLR measures can be viewed as generalized and trainable versions of $L_{\text{UBM}}(U)$, $L_{\text{Max}}(U)$, $L_{\text{Min}}(U)$, or $L_{\text{Geo}}(U)$.

In the WAC method, we refer to the alternative hypothesis model $\mathcal{H}$ defined in Eq. (8) as a 2-layer GMM (GMM2), since it involves both inner and outer mixture weights. GMM2 differs from the UBM $\Omega$ in that it characterizes the relationship between individual background models through the outer mixture weights, rather than simply pooling all the available data and training a single background model represented by a GMM. Note that the inner and outer mixture weights are trained by different algorithms. Specifically, the inner mixture weights are estimated using the standard expectation-maximization (EM) algorithm [31], while the outer mixture weights are estimated using MVE training or evolutionary MVE (EMVE) training, which we discuss in Section 3 and Section 4, respectively. In other words, GMM2 integrates the Bayesian learning and discriminative training algorithms. The objective is to optimize the LLR measure by considering the null hypothesis and the alternative hypothesis jointly.

2.4. Background model selection

In general, the more speakers that are used as background models, the better the characterization of the alternative hypothesis will be. However, it has been found [1,9–13] that using a set of pre-selected representative models usually makes the system more effective and efficient than using the entire collection of available speakers. For this reason, we present two approaches for selecting background models to strengthen our WAC- and WGC-based LLR measures.

2.4.1. Combining cohort models and the world model

Our first approach selects $B+1$ background models, comprised of $B$ cohort models used in $L_{\text{Max}}(U)$, $L_{\text{Min}}(U)$, and $L_{\text{Geo}}(U)$, and one world model used in $L_{\text{UBM}}(U)$, for WAC in Eq. (8) and WGC in Eq. (9). Depending on the definition of a cohort, we consider two commonly-used methods [1]. One selects the $B$ closest speaker models $\{\lambda_{\text{cst}1}, \lambda_{\text{cst}2}, \ldots, \lambda_{\text{cst}B}\}$ for each target speaker; and the other selects the $B/2$ closest speaker models $\{\lambda_{\text{cst}1}, \lambda_{\text{cst}2}, \ldots, \lambda_{\text{cst}B/2}\}$, plus the $B/2$ farthest speaker models $\{\lambda_{\text{fst}1}, \lambda_{\text{fst}2}, \ldots, \lambda_{\text{fst}B/2}\}$, for each target speaker. Here, the degree of closeness is measured in terms of the pairwise distance defined in [1]:

$$ d(\lambda_i, \lambda_j) = \log \frac{p(U|\lambda_i)}{p(U|\lambda_j)} + \log \frac{p(U|\lambda_j)}{p(U|\lambda_i)} $$

where $\lambda_i$ and $\lambda_j$ are speaker models trained using the $i$-th speaker’s utterances $U_i$ and the $j$-th speaker’s utterances $U_j$, respectively. As a result, each target speaker has a sequence of background models, $\{\Omega, \lambda_{\text{cst}1}, \lambda_{\text{cst}2}, \ldots, \lambda_{\text{cst}B}\}$ or $\{\Omega, \lambda_{\text{cst}1}, \lambda_{\text{cst}2}, \ldots, \lambda_{\text{cst}B/2}\}$, for Eq. (7).

2.4.2. Combining multiple types of anti-models

As shown in Eqs. (3)–(6), various types of anti-models have been studied for conventional LLR measures. However, none of the LLR measures developed thus far has proved to be absolutely superior to the others. Usually, $L_{\text{UBM}}(U)$ tends to be weak in rejecting impostors with voices similar to the target speaker’s voice, while $L_{\text{Max}}(U)$ is prone to falsely rejecting a target speaker; $L_{\text{Min}}(U)$ and $L_{\text{Geo}}(U)$ are between these two extremes. The advantages and disadvantages of different LLR measures motivate us to combine them into a unified LLR measure because of the complementary information that each anti-model can contribute.

Consider $K$ different LLR measures $L_k(U)$, each with an anti-model $\lambda_k$, $i = 1, 2, \ldots, K$. If we treat each anti-model $\lambda_k$ as a background model, Eq. (7) can be rewritten as

$$ p(U|\lambda_k) = \prod_{i=1}^{N} p(U|\lambda_k)^{w_i}. $$

Using WAC or WGC to realize Eq. (11), we can form a trainable version of the conventional LLR measures in Eqs. (3)–(6), where each anti-model $\lambda_k$, $i = 1, 4$, is computed, respectively, by

$$ p(U|\lambda_k) = \prod_{i=1}^{N} p(U|\lambda_k)^{w_i}. $$

As a result, for Eq. (7), each target speaker has the following sequence of background models, $\{\lambda_1, \lambda_2, \lambda_3, \lambda_4\}$. We denote systems that combine multiple anti-models as hybrid anti-model systems.
3. Gradient-based MVE training

After representing $\Psi(\cdot)$ as a trainable combination of likelihoods, the task becomes a matter of solving the associated weights. To obtain an optimal set of weights, we propose using MVE training [14,15].

The concept of MVE training stems from MCE training, where the former could be a special case of the latter when the classes to be distinguished are binary. To be specific, consider a set of class discriminant functions $g_i(U), i = 0, 1, \ldots, M-1$. The misclassification measure in the MCE method [21] is defined as

$$d_i(U) = -g_i(U) + \log \left[ \frac{1}{M-1} \sum_{j \neq i} \exp[g_j(U)] \right]^{1/\eta}, \quad i=0, \ldots, M-1,$$

(16)

where $\eta$ is a positive number. If $M = 2$, $\eta = 1$, and

$$d_i(U) = \begin{cases} \log p(U|\lambda_i) & \text{if } i = 0, \\ \log p(U|\lambda_i) & \text{if } i = 1, \end{cases}$$

(17)

then $d_i(U)$ is reduced to the mis-verification measure defined in the MVE method:

$$d(U) = \begin{cases} d_0(U) = -L(U) & \text{if } U \in H_0, \\ d_1(U) = L(U) & \text{if } U \in H_1, \end{cases}$$

(18)

where $L(U)$ is the LLR in Eq. (2). We further express $L(U)$ as the following equivalent test

$$L(U) = \log p(U|\lambda_0) - \log p(U|\lambda_1) - \theta \geq 0 \quad \text{accept } H_0,$$

(19)

$$< 0 \quad \text{accept } H_1,$$

so that the decision threshold $\theta$ can also be included in the optimization process. Then, the mis-verification measure is converted into a value between 0 and 1 using a sigmoid function

$$s(d(U)) = \frac{1}{1 + \exp(-a \cdot d(U))}$$

(20)

where $a$ is a slope of the sigmoid function $s(\cdot)$.

Next, we define the loss of each hypothesis as the average of the mis-verification measures of the training samples

$$\ell_i = \frac{1}{N_i} \sum_{U \in H_i} s(d(U)),$$

(21)

where $L_0$ denotes the loss associated with false rejection errors, $L_1$ denotes the loss associated with false acceptance errors, and $N_0$ and $N_1$ are the numbers of utterances from true speakers and impostors, respectively. Finally, we define the overall expected loss as

$$D = \theta_0 \ell_0 + \theta_1 \ell_1,$$

(22)

where $\theta_0$ and $\theta_1$ indicate which type of error is of greater concern in a practical application.

Accordingly, our goal is to find the weights $w_i$ in Eqs. (8) and (9) such that Eq. (22) can be minimized. This can be achieved by using the gradient descent algorithm [14]. To ensure that the weights satisfy $\sum_{i=1}^{N} w_i = 1$, we solve $w_i$ by means of an intermediate parameter $\gamma_i$, where

$$w_i = \frac{\exp(x_i)}{\sum_{j=1}^{N} \exp(x_j)}$$

(23)

which is similar to the strategy used in [21]. Parameter $x_i$ is iteratively optimized using

$$x_i^{(t+1)} = x_i^{(t)} - \varepsilon \frac{\partial D}{\partial x_i}$$

(24)

where $\varepsilon$ is the step size, and

$$\frac{\partial D}{\partial x_i} = w_0 \frac{\partial L_0}{\partial x_i} + w_1 \frac{\partial L_1}{\partial x_i},$$

$$= w_0 \frac{\partial L_0}{\partial x_i} + w_1 \frac{\partial L_1}{\partial x_i} + w_1 \frac{\partial L_1}{\partial x_i} + \frac{\partial L_1}{\partial x_i},$$

$$= w_0 \cdot \frac{1}{N_0} \sum_{U \in H_0} \left[ a \cdot s(-L(U)) \right] \left[ 1 - s(-L(U)) \right] \left( -\frac{\partial L}{\partial x_i} \right),$$

$$+ w_1 \cdot \frac{1}{N_1} \sum_{U \in H_1} \left[ a \cdot s(L(U)) \right] \left[ 1 - s(L(U)) \right] \left( -\frac{\partial L}{\partial x_i} \right),$$

(25)

where

$$\frac{\partial L}{\partial x_i} = \frac{\partial}{\partial x_i} \log \left( \sum_{j=1}^{N} w_j p(U|\lambda_j) \right) = -\log p(U|\lambda_i).$$

(26)

If WAC is used, then

$$\frac{\partial L}{\partial x_i} = \frac{\partial}{\partial x_i} \log \left( \sum_{j=1}^{N} w_j p(U|\lambda_j) \right) = -\log p(U|\lambda_i).$$

(27)

If WGC is used, then

$$\frac{\partial L}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{N} w_j \log p(U|\lambda_j) \right) = -\log p(U|\lambda_i).$$

(28)

The threshold $\theta$ in Eq. (19) can be estimated using

$$\theta^{(t+1)} = \theta^{(t)} - \varepsilon \frac{\partial D}{\partial \theta},$$

(29)

where

$$\frac{\partial D}{\partial \theta} = \theta_0 \frac{\partial L_0}{\partial \theta} + \theta_1 \frac{\partial L_1}{\partial \theta} + \frac{\partial L_1}{\partial \theta} + \frac{\partial L_1}{\partial \theta},$$

$$= \theta_0 \cdot \frac{1}{N_0} \sum_{U \in H_0} a \cdot s(-L(U)) \left[ 1 - s(-L(U)) \right]$$

$$- \theta_1 \cdot \frac{1}{N_1} \sum_{U \in H_1} a \cdot s(L(U)) \left[ 1 - s(L(U)) \right].$$

(30)

In our implementation, the overall expected loss is set as

$$D = C_{Miss} \times \ell_0 + C_{FalseAlarm} \times \ell_1 \times (1 - P_{Target}).$$

(31)

Eq. (31) simulates the detection cost function (DCF) [8].

$$C_{DET} = C_{Miss} \times P_{Miss} \times C_{Target} + C_{FalseAlarm} \times P_{FalseAlarm} \times (1 - P_{Target}),$$

(32)

where $C_{Miss}$ denotes the cost of the miss (false rejection) error; $C_{FalseAlarm}$ denotes the cost of the false alarm (false acceptance) error; $P_{Miss} \approx L_0$ is the miss (false rejection) probability; $P_{FalseAlarm} \approx L_1$ is the false alarm (false acceptance) probability; and $P_{Target}$ is the a priori probability of the target speaker.

4. Evolutionary MVE training

As the gradient descent approach may converge to an inferior local optimum, we propose an evolutionary MVE (EMVE) training method that uses a genetic algorithm (GA) to train the weights $w_i$ and the threshold $\theta$ in WAC- and WGC-based LLR measures. It has been shown in many applications that GA-based optimization is superior to gradient-based optimization, because of GA's global scope and parallel searching power.

Genetic algorithms belong to a particular class of evolutionary algorithms inspired by the process of natural evolution [25]. As shown
in Fig. 1, the operators involved in the evolutionary process are: encoding, parent selection, crossover, mutation, and survivor selection. GAs maintain a population of candidate solutions and perform parallel searches in the search space via the evolution of these candidate solutions.

To accommodate GA to EMVE training, the fitness function of GA is set as the reciprocal of the overall expected loss $D$ defined in Eq. (22), where $x_0 = C_{\text{MaxTarget}}$ and $x_1 = C_{\text{StdAlarm}}(1 - P_{\text{Target}})$. The details of the GA operations in EMVE training are described in the following.

1. **Encoding**: Each chromosome is a string $(x_1, x_2, ..., x_{N+1})$ of length $N+1$, which is the concatenation of all intermediate parameters $x_i$ in Eq. (23) and the threshold $\theta$ in Eq. (19). Chromosomes are initialized by randomly assigning a real value to each gene.

2. **Parent selection**: Five chromosomes are randomly selected from the population with replacement, and the one with the best fitness value (i.e., with the smallest overall expected loss) is selected as a parent. The procedure is repeated iteratively until a pre-defined number (which is the same as the population size in this study) of parents is selected. This is known as tournament selection [25].

3. **Crossover**: We use the $N$-point crossover [25] in this work. Two chromosomes are randomly selected from the parent population with replacement. The chromosomes can interchange each pair of their genes in the same positions according to a crossover probability $p_c$.

4. **Mutation**: In most cases, the function of the mutation operator is to change the allele of the gene randomly in the chromosomes. For example, while mutating a gene of a chromosome, we can simply draw a number from a normal distribution at random, and add it to the allele of the gene. However, the method does not guarantee that the fitness will improve steadily. We therefore designed a new mutation operator, called the one-step gradient descent operator (GDO). The concept of the GDO is similar to that of the one-step $K$-means operator (KMO) [26–28], which guarantees to improve the fitness function after mutation by performing one iteration of the $K$-means algorithm.

The GDO performs one gradient descent iteration to update the parameters $x_i$, $i = 1, 2, ..., N$ as follows:

$$ x_i^{\text{new}} = x_i^{\text{old}} - \varepsilon \frac{\partial D}{\partial x_i}, \quad (33) $$

where $x_i^{\text{new}}$ and $x_i^{\text{old}}$ are, respectively, the parameter $x_i$ in a chromosome after and before mutation; $\varepsilon$ is the step size; and $\partial D/\partial x_i$ is computed by Eq. (25). Similarly, the GDO for the threshold $\theta$ is computed by

$$ \theta^{\text{new}} = \theta^{\text{old}} - \varepsilon \frac{\partial D}{\partial \theta}, \quad (34) $$

where $\theta^{\text{new}}$ and $\theta^{\text{old}}$ are, respectively, the threshold $\theta$ in a chromosome after and before mutation; and $\partial D/\partial \theta$ is computed by Eq. (30).

5. **Survivor selection**: We adopt the generational model [25] in which the whole population is replaced by its offspring.

The process of fitness evaluation, parent selection, crossover, mutation, and survivor selection is repeated following the principle of survival of the fittest to produce better approximations of the optimal solution. Accordingly, it is hoped that the verification errors will decrease from generation to generation. When the maximum number of generations is reached, the best chromosome in the final population is taken as the solution of the weights.

As the proposed EMVE training method searches for the solution in a global manner, it is expected that its computational complexity is higher than that of the gradient-based MVE training. Assume that the population size of GA is $P$, while the numbers of iterations (or generations) of gradient-based MVE training and EMVE training are $k_1$ and $k_2$, respectively. The computational complexity of EMVE training is about $P k_2/k_1$ times that of gradient-based MVE training. In our experiments (as shown in Fig. 2), the number of generations required for the convergence of EMVE training is roughly equal to the number of iterations required for the convergence of gradient-based MVE training; hence, the EMVE training roughly requires $P$ times consumption of the gradient-based MVE training.

By using the proposed EMVE training method, the verification errors of EMVE training are shown to converge faster than those of gradient-based MVE training in our experiments. The learning curves of gradient-based MVE and EMVE for the “Evaluation” subset in Configuration II are shown in Fig. 2. (a) WGC methods and (b) WAC methods.
5. Experiments

We evaluated the proposed approaches via speaker verification experiments conducted on speech data extracted from the Extended M2VTS Database (XM2VTSDB) [29]. The first set of experiments followed Configuration II of XM2VTSDB, as defined in [30]. The second set of experiments followed a configuration that was modified from Configuration II of XM2VTSDB to conform to NIST speaker recognition evaluation (NIST SRE) [6–8].

In the experiments, the population size of the GA was set to 50, the maximum number of generations was set to 100, and the crossover probability pc was set to 0.5 for the EMVE training; the gradient-based MVE training for the WAC and WGC methods was initialized with an equal weight, \( w_i \), and the threshold \( \theta \) was set to 0. For the DCF in Eq. (32), the costs \( C_{\text{Miss}} \) and \( C_{\text{FalseAlarm}} \) were both set to 1, and the \textit{a priori} probability \( P_{\text{Target}} \) was set to 0.5. This special case of DCF is known as the half total error rate (HTER) [32]. All the experiments were conducted on a 3.2 GHz Intel Pentium IV computer with 1.5 GB of RAM, running Windows XP.

5.1. Evaluation based on Configuration II

In accordance with Configuration II of XM2VTSDB, the database was divided into three subsets: “Training”, “Evaluation”, and “Test”. We used the “Training” subset to build each target speaker’s model and the background models. The “Evaluation” subset was used to optimize the weights \( w_i \) in Eq. (8) or (9), along with the threshold \( \theta \). Then, the speaker verification performance was evaluated on the “Test” subset. As shown in Table 1, a total of 293 speakers in the database were divided into 199 clients (target speakers), 25 “evaluation impostors”, and 69 “Test impostors”. Each participant performed four recording sessions at about one-month intervals, and each recording session consisted of two shots. In each shot, the speaker was prompted to utter three sentences:

(a) “0 1 2 3 4 5 6 7 8 9”.
(b) “5 0 6 9 2 8 1 3 7 4”.
(c) “Joe took father’s green shoe bench out”.

Each utterance, sampled at 32 kHz, was converted into a stream of 24-order feature vectors by a 32-ms Hamming-windowed frame with 10-ms shifts; and each vector consisted of 12 Mel-scale frequency cepstral coefficients [31] and their first time derivatives.

We used 12 (2×2×3) utterances/client from sessions 1 and 2 to train each client model, represented by a GMM with 64 mixture components. For each client, we used the utterances of the other 198 clients in sessions 1 and 2 to generate the world model, represented by a GMM with 512 mixture components. We then chose \( B \) speakers from those 198 clients as the cohort. In the experiments, \( B \) was set to 50, and each cohort model was also represented by a GMM with 64 mixture components. Table 2 summarizes all the parametric models used in each system.

To optimize the weights, \( w_i \), and the threshold, \( \theta \), we used 6 utterances/client from session 3 and 24 (4×2×3) utterances/evaluation-impostor over the four sessions, which yielded 1,194 (6×199) client samples and 119,400 (24×25×199) impostor samples. To speed up the gradient-based MVE and EMVE training processes, only 2,250 impostor samples randomly selected from the total of 119,400 samples were used. In the performance evaluation, we tested 6 utterances/client in session 4 and 24 utterances/test-impostor over the four sessions, which involved 1,194 (6×199) client trials and 329,544 (24×69×199) impostor trials.

5.1.1. Experiment results

First, we compared the learning ability of gradient-based MVE training and EMVE training in the proposed WGC- and WAC-based LLR systems. The background models comprised either (i) the world model and the 50 closest cohort models (“w_50c”), or (ii) the world model and the 25 closest cohort models, plus the 25 farthest cohort models (“w_25c_25f”). The WGC- and WAC-based LLR systems were implemented in four ways:

(a) using gradient-based MVE training and “w_50c” (“WGC_MVE_w_50c”; “WAC_MVE_w_50c”),
(b) using gradient-based MVE training and “w_25c_25f” (“WGC_MVE_w_25c_25f”; “WAC_MVE_w_25c_25f”),
(c) using EMVE training and “w_50c” (“WGC_EMVE_w_50c”; “WAC_EMVE_w_50c”), and
(d) using EMVE training and “w_25c_25f” (“WGC_EMVE_w_25c_25f”; “WAC_EMVE_w_25c_25f”).

Figs. 2(a) and 2(b) show the learning curves of different MVE training methods for WGC and WAC on the “Evaluation” subset, respectively, where “WGC_EMVE_w_50c_withoutGDO” and “WGC_EMVE_w_25c_25f_withoutGDO” denote the EMVE training algorithms that use the conventional mutation operator, which changes the allele of the gene in a chromosome at random, while the others are based on the GDO mutation. From Fig. 2, we observe that the GDO-based EMVE training method reduces the overall expected loss more effectively and steadily than the EMVE training method without GDO and the gradient-based MVE training method.

For the performance comparison, we used the following LLR systems as our baselines:

(a) \( \text{LUBM}(U) \) ("Lubm"),
(b) \( \text{LMax}(U) \) with the 50 closest cohort models ("Lmax_50c"),
(c) \( \text{LGeo}(U) \) with the 50 closest cohort models ("Lgeo_50c"),
(d) \( \text{LGeo}(U) \) with the 25 closest cohort models and the 25 farthest cohort models ("Lgeo_25c_25f"),
(e) \( \text{LAni}(U) \) with the 50 closest cohort models ("Lani_50c"), and
(f) \( \text{LAni}(U) \) with the 50 closest cohort models ("Lani_50c").
Fig. 3. DET curves for the “Test” subset in Configuration II. (a) Geometric mean versus WGC and (b) arithmetic mean versus WAC.

Fig. 3 shows the detection error tradeoff (DET) curves obtained by evaluating the above systems using the “Test” subset, where Fig. 3(a) compares the WGC-based approach and the geometric mean approach, while Fig. 3(b) compares the WAC-based approach and the arithmetic mean approach. From the figure, we observe that all the WGC-based LLR systems outperform the baseline LLR systems “Lubm”, “Lmax_50c”, “Lgeo_50c”, and “Lgeo_25c_25f”, while the WAC-based LLR systems outperform the baseline LLR systems “Lubm”, “Lari_50c”, and “Lari_25c_25f”. From Fig. 3(a), we observe that “Lgeo_25c_25f” yields the poorest performance. This is because the heuristic geometric mean can produce some singular scores if any cohort model \( \lambda_i \) is poorly matched with the input utterance \( U \), i.e., \( p(U|\lambda_i) \rightarrow 0 \). In contrast, the results show that the WGC-based LLR systems sidestep this problem with the aid of the weighted strategy. Figs. 3(a) and (b) also show that “WGC_EMVE_w_50c”, “WGC_EMVE_w_25c_25f”, and “WAC_EMVE_w_25c_25f” outperform “WGC_MVE_w_50c”, “WGC_MVE_w_25c_25f”, and “WAC_MVE_w_25c_25f”, respectively. However, there is no significant difference between “WAC_MVE_w_50c” and “WAC_EMVE_w_50c”.

In addition to the above systems, we also evaluated the WAC- and WGC-based LLR measures using the hybrid anti-model defined in Eq. (11). The hybrid anti-model comprised five conventional anti-models extracted from “Lubm”, “Lmax_50c”, “Lgeo_50c”, “Lari_50c”, and “Lari_25c_25f”. Note that the anti-model of “Lgeo_25c_25f” was not included because of its poor performance. The hybrid anti-model systems were implemented in the following ways:

(a) using WAC and gradient-based MVE training (“WAC_MVE_5anti”),
(b) using WGC and gradient-based MVE training (“WGC_MVE_5anti”),
(c) using WAC and EMVE training (“WAC_EMVE_5anti”), and
(d) using WGC and EMVE training (“WGC_EMVE_5anti”).

Fig. 4 compares the performance of the hybrid anti-model systems with all the baselines systems, evaluated on the “Test” subset in DET curves. Clearly, all the hybrid anti-model systems using either WAC or WGC methods outperform any baseline LLR system with a single anti-model.
cohort) outperform all the baseline LLR systems. Second, the performance of the proposed systems using the background model set are slightly better than those achieved using the hybrid anti-model. Third, the performances of the WAC- and WGC-based LLR systems are similar. Fourth, EMVE training is better than MVE training. Among the systems, “WGC_EMVE_w_50c” achieves the best performance with a 15.93% relative improvement in terms of the DCF for the “Test” subset, compared to the best baseline system “Lari_25c_25f”.

5.2. Evaluation based on the NIST SRE-like configuration

To conform to NIST SRE [6–8], we conducted another series of experiments on XM2VTSDB, which was re-configured as shown in Table 4. The 293 speakers in XM2VTSDB were divided into 100 clients (target speakers), 100 background speakers, 24 “development impostors”, and 69 “test impostors”. As shown in the table, the “Development” set comprised two subsets: “Development training” and “Development test”. In the “Development training” subset, we used 12 (2×3) utterances/development-impostor over the four sessions. This yielded 1,200 (12×100) client samples and 57,600 (24×24×100) impostor samples. To speed up the gradient-based MVE and EMVE training processes, only 5,760 impostor samples randomly selected from the total of 57,600 samples were used.

For each client (target speaker), we used 12 (2×3) utterances/client from sessions 1 and 2 to generate the client GMM. The cohort models for each client were selected from the GMMs of the 100 background speakers in the “Development” subset. The parametric models used in each system were the same as those in Table 2. In addition, we implemented two current state-of-the-art systems in the text-independent speaker verification task, namely T-norm [12] and “Lubm_MAP”. “Lubm_MAP” is based on the UBM-MAP adaptation method [2]; each client model with 512 mixture Gaussian components was adapted from the UBM via the maximum a posteriori (MAP) estimation [33] according to the speaker’s 12 (2×3) “Training” utterances from sessions 1 and 2.

In the performance evaluation, we tested 12 (2×3) utterances/client from sessions 3 and 4, and 24 (4×2×3) utterances/test-impostor over the four sessions, which involved 1,200 (12×100) client trials and 165,600 (24×69×100) impostor trials, respectively.

5.2.1. Experiment results

As in Section 5.1, we implemented four WGC-based LLR systems: “WGC_EMVE_w_50c”, “WGC_EMVE_w_50c”, “WGC_MVE_w_25c_25f”, and “WGC_EMVE_w_25c_25f”; four WAC-based LLR systems: “WAC_MVE_w_50c”, “WAC_EMVE_w_50c”, “WAC_MVE_w_25c_25f”, and “WAC_EMVE_w_25c_25f”; and four hybrid anti-model systems: “WAC_CMVE_5anti”, “WAC_EMVE_5anti”, “WGC_CMVE_5anti”, and “WGC_EMVE_5anti”. For the performance comparison, we used five conventional LLR systems: “Lubm”, “Lmax_50c”, “Lgeo_50c”, “Lari_50c”, and “Lari_25c_25f”, plus two state-of-the-art systems: “Lubm_MAP” and the T-norm system with the 50 closest cohort models (“Tnorm_50c”), as our baselines.

Since the experiment results in Section 5.1 show that the performance of the proposed WGC- and WAC-based LLR systems using EMVE training is better than that of the systems using gradient-based MVE training, Fig. 5 only compares the performance of the proposed WGC- and WAC-based LLR systems using EMVE training with two state-of-the-art systems and two best baseline systems in Section 5.1, namely “Lubm” and “Lari_25c_25f”, evaluated on the “Test” subset in DET curves. From the figure, we observe that all the proposed WGC- and WAC-based LLR systems using EMVE training outperform “Lubm_MAP”, “Tnorm_50c”, “Lubm”, and “Lari_25c_25f”. Interestingly, the baseline system “Lubm” outperforms “Lubm_MAP”, which is widely recognized as a state-of-the-art method for the text-independent speaker verification task. This may be because the training and test utterances in XM2VTSDB have the same content.

Table 5 summarizes the experiment results for all systems in terms of the DCF. For each baseline system, the decision threshold from sessions 3 and 4 as well as 24 (4×2×3) utterances/test-impostor over the four sessions. This yielded 1,200 (12×100) client samples and 57,600 (24×24×100) impostor samples. To speed up the gradient-based MVE and EMVE training processes, only 5,760 impostor samples randomly selected from the total of 57,600 samples were used.

For each client (target speaker), we used 12 (2×3) utterances/client from sessions 1 and 2 to generate the client GMM. The cohort models for each client were selected from the GMMs of the 100 background speakers in the “Development” subset. The parametric models used in each system were the same as those in Table 2. In addition, we implemented two current state-of-the-art systems in the text-independent speaker verification task, namely T-norm [12] and “Lubm_MAP”. “Lubm_MAP” is based on the UBM-MAP adaptation method [2]; each client model with 512 mixture Gaussian components was adapted from the UBM via the maximum a posteriori (MAP) estimation [33] according to the speaker’s 12 (2×3) “Training” utterances from sessions 1 and 2.

In the performance evaluation, we tested 12 (2×3) utterances/client from sessions 3 and 4, and 24 (4×2×3) utterances/test-impostor over the four sessions, which involved 1,200 (12×100) client trials and 165,600 (24×69×100) impostor trials, respectively.

5.2.1. Experiment results

As in Section 5.1, we implemented four WGC-based LLR systems: “WGC_EMVE_w_50c”, “WGC_EMVE_w_50c”, “WGC_MVE_w_25c_25f”, and “WGC_EMVE_w_25c_25f”; four WAC-based LLR systems: “WAC_MVE_w_50c”, “WAC_EMVE_w_50c”, “WAC_MVE_w_25c_25f”, and “WAC_EMVE_w_25c_25f”; and four hybrid anti-model systems: “WAC_CMVE_5anti”, “WAC_EMVE_5anti”, “WGC_CMVE_5anti”, and “WGC_EMVE_5anti”. For the performance comparison, we used five conventional LLR systems: “Lubm”, “Lmax_50c”, “Lgeo_50c”, “Lari_50c”, and “Lari_25c_25f”, plus two state-of-the-art systems: “Lubm_MAP” and the T-norm system with the 50 closest cohort models (“Tnorm_50c”), as our baselines.

Since the experiment results in Section 5.1 show that the performance of the proposed WGC- and WAC-based LLR systems using EMVE training is better than that of the systems using gradient-based MVE training, Fig. 5 only compares the performance of the proposed WGC- and WAC-based LLR systems using EMVE training with two state-of-the-art systems and two best baseline systems in Section 5.1, namely “Lubm” and “Lari_25c_25f”, evaluated on the “Test” subset in DET curves. From the figure, we observe that all the proposed WGC- and WAC-based LLR systems using EMVE training outperform “Lubm_MAP”, “Tnorm_50c”, “Lubm”, and “Lari_25c_25f”. Interestingly, the baseline system “Lubm” outperforms “Lubm_MAP”, which is widely recognized as a state-of-the-art method for the text-independent speaker verification task. This may be because the training and test utterances in XM2VTSDB have the same content.

Table 5 summarizes the experiment results for all systems in terms of the DCF. For each baseline system, the decision threshold

---

### Table 3

<table>
<thead>
<tr>
<th>System</th>
<th>Min DCF for “Evaluation”</th>
<th>DCF for “Test”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubm</td>
<td>0.0651</td>
<td>0.0545</td>
</tr>
<tr>
<td>Lmax_50c</td>
<td>0.0762</td>
<td>0.0575</td>
</tr>
<tr>
<td>Lari_50c</td>
<td>0.0677</td>
<td>0.0526</td>
</tr>
<tr>
<td>Lari_25c_25f</td>
<td>0.0587</td>
<td>0.0496</td>
</tr>
<tr>
<td>Lgeo_50c</td>
<td>0.0749</td>
<td>0.0542</td>
</tr>
<tr>
<td>WGC_MVE_w_50c</td>
<td>0.0576</td>
<td>0.0450</td>
</tr>
<tr>
<td>WGC_EMVE_w_50c</td>
<td>0.0488</td>
<td>0.0417</td>
</tr>
<tr>
<td>WGC_MVE_w_25c_25f</td>
<td>0.0633</td>
<td>0.0478</td>
</tr>
<tr>
<td>WGC_EMVE_w_25c_25f</td>
<td>0.0493</td>
<td>0.0429</td>
</tr>
<tr>
<td>WAC_MVE_w_50c</td>
<td>0.0576</td>
<td>0.0460</td>
</tr>
<tr>
<td>WAC_EMVE_w_50c</td>
<td>0.0571</td>
<td>0.0443</td>
</tr>
<tr>
<td>WAC_MVE_w_25c_25f</td>
<td>0.0573</td>
<td>0.0462</td>
</tr>
<tr>
<td>WAC_EMVE_w_25c_25f</td>
<td>0.0543</td>
<td>0.0444</td>
</tr>
<tr>
<td>WGC_MVE_Santi</td>
<td>0.0588</td>
<td>0.0475</td>
</tr>
<tr>
<td>WGC_EMVE_Santi</td>
<td>0.0568</td>
<td>0.0460</td>
</tr>
<tr>
<td>WAC_MVE_Santi</td>
<td>0.0634</td>
<td>0.0480</td>
</tr>
<tr>
<td>WAC_EMVE_Santi</td>
<td>0.0507</td>
<td>0.0469</td>
</tr>
</tbody>
</table>

### Table 4

The NIST SRE-like configuration of XM2VTSDB

<table>
<thead>
<tr>
<th>Session</th>
<th>Shot</th>
<th>100 clients</th>
<th>100 background speakers</th>
<th>24 imposters</th>
<th>69 imposters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Training (client models)</td>
<td>Development training (UBM, a cohort)</td>
<td>Development test (w_i and θ)</td>
<td>Test</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---
\( \theta \) was tuned to minimize the DCF on the “Development test” subset, and then applied to the “Test” subset. The decision thresholds of the proposed methods were optimized automatically using the “Development test” subset, and then applied to the “Test” subset. From Table 5, it is clear that all the proposed WGC- and WAC-based LLR systems using either gradient-based MVE training or EMVE training outperform all the conventional LLR systems “Lubm”, “Lmax_50c”, “Lgeo_50c”, “Lari_50c”, and “Lari_25c_25f”, and two state-of-the-art systems “Lubm_MAP” and “Tnorm_50c”. The DCFs for the “Test” subset demonstrate that “WGC_EMVE_w_50c” achieved a 13.01% relative improvement over “Tnorm_50c”—the best baseline system.

We also evaluated the training and verification time of the above systems. In the offline training phase, in addition to training 100 background speaker models and a UBM, the proposed WAC and WGC methods need to train the weight \( w_i \). From the fourth column of Table 5, we observe that the EMVE training is slower than the gradient-based MVE training and the training time of WGC is slightly faster than that of WAC. The computational cost in gradient-based MVE or EMVE training mainly comes from the calculation of the likelihoods of each training utterance with respect to the background speaker models and the UBM and the selection of the cohort models for each background speaker. The fifth column of Table 5 shows the training time for enrolling a new target speaker. “Lubm_MAP” and “Lubm” need less enrollment time than the other systems because they need not select the cohort models for the new target speaker. The last column of Table 5 shows the verification time for an input test utterance. The average duration of the test utterances is around 1.5 s. As expected, “Lubm_MAP” is the fastest method, since only one background model (i.e., UBM) is involved and the fast scoring scheme [2] is used. Although the proposed systems are slightly slower than the baseline systems because both the cohort models and the UBM are involved, they are still capable of supporting a real-time response.

### Table 5

<table>
<thead>
<tr>
<th>System</th>
<th>Min DCF for “Development test”</th>
<th>DCF for “Test”</th>
<th>Training time for the weights ( w_i ) in WAC/WGC (offline)</th>
<th>Training time for enrolling a target speaker (s)</th>
<th>Verification time for an input test utterance (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lubm_MAP</td>
<td>0.0704</td>
<td>0.0601</td>
<td>5.79</td>
<td>0.08</td>
<td>0.86</td>
</tr>
<tr>
<td>Lubm</td>
<td>0.0575</td>
<td>0.0573</td>
<td>7.87</td>
<td>0.12</td>
<td>0.75</td>
</tr>
<tr>
<td>Tnorm_50c</td>
<td>0.0607</td>
<td>0.0569</td>
<td>27.46</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Lmax_50c</td>
<td>0.0732</td>
<td>0.0734</td>
<td>27.46</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Lari_50c</td>
<td>0.0653</td>
<td>0.0600</td>
<td>27.46</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Lari_25c_25f</td>
<td>0.0631</td>
<td>0.0388</td>
<td>27.46</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Lgeo_50c</td>
<td>0.0758</td>
<td>0.0692</td>
<td>27.46</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>WGC_MVE_w_50c</td>
<td>0.0578</td>
<td>0.0529</td>
<td>3 h 06 min 22.31 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WGC_EMVE_w_50c</td>
<td>0.0479</td>
<td>0.0495</td>
<td>3 h 22 min 15.38 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WGC_MVE_w_25c_25f</td>
<td>0.0610</td>
<td>0.0570</td>
<td>3 h 06 min 22.31 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WGC_EMVE_w_25c_25f</td>
<td>0.0485</td>
<td>0.0509</td>
<td>3 h 22 min 15.40 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WAC_MVE_w_50c</td>
<td>0.0575</td>
<td>0.0546</td>
<td>3 h 06 min 25.09 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WAC_EMVE_w_50c</td>
<td>0.0556</td>
<td>0.0533</td>
<td>3 h 24 min 50.14 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WAC_MVE_w_25c_25f</td>
<td>0.0564</td>
<td>0.0540</td>
<td>3 h 06 min 25.09 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WAC_EMVE_w_25c_25f</td>
<td>0.0543</td>
<td>0.0527</td>
<td>3 h 24 min 50.15 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WGC_MVE_5anti</td>
<td>0.0583</td>
<td>0.0541</td>
<td>3 h 06 min 15.58 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WGC_EMVE_5anti</td>
<td>0.0576</td>
<td>0.0514</td>
<td>3 h 09 min 54.53 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WAC_MVE_5anti</td>
<td>0.0610</td>
<td>0.0556</td>
<td>3 h 06 min 15.72 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
<tr>
<td>WAC_EMVE_5anti</td>
<td>0.0587</td>
<td>0.0566</td>
<td>3 h 10 min 15.70 s</td>
<td>27.46</td>
<td>0.86</td>
</tr>
</tbody>
</table>

### 6. Conclusion

We have proposed a framework to improve the characterization of the alternative hypothesis for speaker verification. The framework is built on either a weighted arithmetic combination (WAC) or a weighted geometric combination (WGC) of useful information extracted from a set of pre-trained background models. The parameters associated with WAC or WGC are then optimized using minimum verification error (MVE) criterion, such that both the false acceptance probability and the false rejection probability are minimized. In addition to applying the conventional gradient-based MVE training method to this problem, we also proposed an evolutionary MVE (EMVE) training scheme to further reduce the verification errors. The results of our speaker verification experiments demonstrate that the proposed systems achieve higher verification accuracy than conventional LLR-based approaches. Although they need more training time than conventional LLR-based...
approaches in the offline training phase, the increase of the training time for enrolling a new target speaker or the verification time for an input test utterance is negligible. The proposed systems are still capable of supporting a real-time response. It is worth noting that although we only consider the speaker verification problem in this paper, the proposed framework is not limited to this application. It can be applied to other types of data and hypothesis testing problems.
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