Symmetry forbidden vibronic spectra and internal conversion in benzene
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The spectra of symmetry-forbidden transitions and internal conversion were investigated in the present work. Temperature dependence was taken into account for the spectra simulation. The vibronic coupling, essential in the two processes, was calculated based on the Herzberg–Teller theory within the Born–Oppenheimer approximation. The approach was employed for the symmetry-forbidden absorption/fluorescence, and internal conversion between $1^1A_{1g}$ and $1^1B_{2u}$ states in benzene. Vibrational frequencies, normal coordinates, electronic transition dipole moments, and non-adiabatic coupling matrix elements were obtained by ab initio quantum chemical methods. The main peaks, along with the weak peaks, were in good agreement with the observed ones. The rate constant of the $1^1A_{1g} \rightarrow 1^1B_{2u}$ internal conversion was estimated within the order of $10^3 \text{s}^{-1}$. This could be regarded as the lower limit (about $4.8 \times 10^3 \text{s}^{-1}$) of the internal conversion. It is stressed that the distortion effect was taken into account both in the symmetry-forbidden absorption/fluorescence, and the rate constants of internal conversion in the present work. The distortion effects complicate the spectra and increase the rate constants of internal conversion.

Introduction

The coupling between the electronic and nuclear motions in molecules alias vibronic coupling is of great importance in molecular spectroscopy, photochemical reactions, biological processes, and laser technology. For example, the observation of the weak symmetry-forbidden transitions in absorption and fluorescence spectra is caused by vibronic coupling: it can “borrow” intensities from other intermediate allowed states through certain normal modes of a particular symmetry, i.e. the “promoting mode”. Also, IC (internal conversion), defined as the radiationless transitions of electronic states of like multiplicity, involves the vibronic coupling. In this process, the electronic excitation energy is transformed into the vibrational energy of the electronic ground state.1

Using the perturbation method, Herzberg and Teller2 illustrated the principles of the vibronic coupling and the intensity of symmetry-forbidden transitions. From that, one can determine which normal modes will make transitions allowed, and how to obtain intensities from the electronic wave functions at its equilibrium. In this picture, the electronic and nuclear wave functions are completely decoupled in the zeroth-order approximations. Therefore the allowed vibronic transitions arise due to the interaction between electronic and nuclear motion. Thus, only some modes of a particular symmetry can induce the transitions according to the symmetry rule. This intensity-borrowing is effective when the borrowing band is close to the symmetry-allowed band in energy. On the other hand, the first derivatives of the transition dipole moment along the normal coordinates can be directly calculated by the finite difference method. Roos et al.3 expressed the wave functions as a function of a perturbation strength to obtain derivatives of the transition properties, and then employ this method to calculate the vibronic coupling for symmetry-forbidden transitions in benzene. Borges et al.4 expanded the transition dipole moments as a power series assuming that the total transition dipole moment is the sum of the transition dipole moments along each participating mode. The vibronic coupling can be obtained by the Herzberg–Teller theory or directly by the numerical method. The former is adopted in the present work since the major inaccuracy may not come from approximations in the theory but from computational methods. It is because that the algorithms used to compute excited states are not as efficient as for ground states and it is even harder to calculate reliable derivatives of the transition properties.

Once the vibronic coupling is known, we have to calculate the Franck–Condon (FC) overlap integrals of vibrational wave functions of the two electronic states. FC integrals are essential in the theoretical description for the vibronic structure of electronic spectra like absorption and fluorescence, as well as other nonradiative processes such as internal conversion. However, exact calculation for multidimensional FC integrals is impractical for large polyatomic molecules. Within the harmonic or anharmonic framework, further approximations such as displaced oscillator model, distorted oscillator model, and the mode-mixing effect or the Duschinsky effect can be introduced. Though a great deal of theoretical works5–10 have been done on IC, practical calculations based on ab initio wave functions are still scarce. In the present work, we have considered the distorted
oscillator effect in spectrum simulation and the rate constants of the IC based on the \textit{ab initio} computation of the vibronic coupling.

Benzene and its derivatives form a basic structure for a vast range of organic compounds in nature, and can therefore be considered as a model compound for a wide variety of hydrocarbons. Despite being a simple molecule, benzene has been the subject of many theoretical and experimental investigations. With 30 vibrational degrees of freedom, benzene is of the \( ^1 \text{A}_{1g} \) ground state to the low-lying \( ^1 \text{B}_2 \) excited state is one-photon symmetry-forbidden. The spectra of this absorption, though very weak, have a relatively small number of lines. In other words, they are distinguishable. Klessinger et al. implemented the program HOTFCHT to simulate the absorption and fluorescence spectra for symmetry-forbidden transitions. The present work is outlined as follows: In the Theory section, the fundamental formulation of the absorption spectrum and fluorescence for symmetry-forbidden transitions and rate constants of the IC are derived. In the Results and discussion, the first symmetry-forbidden transition in benzene is investigated by the approach given in the Theory section based on results from \textit{ab initio} methods. The simulated absorption and fluorescence spectra between the two states are reported. This section also presents calculations of rate constants of IC for this transition. It is emphasized that the distorted oscillator effect is considered. The Conclusions section gives the concluding remarks of the present work.

Theory

Spectra for symmetry forbidden transitions

The transition processes can be described using the time-dependent Schrödinger equation. Its Hamiltonian consists of two parts: the zeroth order Hamiltonian \( \hat{H}_0 \), which denotes the stationary properties of the molecule system, and the perturbation term \( \hat{H}' \), which is responsible for the transition process under consideration. If the perturbation term is small, the problem can be solved by the perturbation method. For the optical absorption processes, the perturbation is time-dependent. The absorption coefficient \( \alpha(\omega) \) in the gas phase for a transition from the electronic initial state \( a \) to the final state \( b \) takes the form

\[
\alpha(\omega) = \frac{4\pi^2 \omega}{3 hc} \sum_{b'} \left| \sum_{v'_{av}} P_{av'} |\varphi_{b'v'}(\mu)|\varphi_{av}(\mu)\right|^2 D(\omega_{b'v'} - \omega) \tag{1}
\]

by means of the first-order perturbation method, which corresponds to the one-photon absorption. In eqn (1), \( P_{av} \) is the Boltzmann distribution function of the initial vibrational state at temperature \( T \), \( \varphi_{av} \) and \( \varphi_{b'v'} \) represent the molecular wave functions with the vibrational quantum numbers \( v \) and \( v' \) of the electronic initial and final states, respectively, and \( D(\omega_{b'v'} - \omega) \) is the Lorentzian line shape function.

Based on the Born–Oppenheimer adiabatic approximation,

\[
\varphi_{b'v'} = \Phi_{b}(q,Q)\Theta_{b'v'}(Q), \quad \varphi_{av} = \Phi_{a}(q,Q)\Theta_{av}(Q) \tag{2a}
\]

all vibrational modes are assumed to be decoupled,

\[
\Theta_{b'v'} = \prod_i \chi_{b'_i}(Q_i), \quad \Theta_{av} = \prod_i \chi_{a_i}(Q_i) \tag{2b}
\]

and the electronic transition dipole moment \( \mu_{ba} \) can be expanded around the equilibrium geometry \( Q = 0 \),

\[
\mu_{ba}(Q) = \mu_{ba}(0) + \sum_i \left( \frac{\partial \mu_{ba}}{\partial Q_i} \right)_0 Q_i + \cdots \tag{2c}
\]

the absorption coefficient for the symmetry-allowed transition is approximated as

\[
\alpha(\omega) = \frac{4\pi^2 \omega}{3 hc} \left| \mu_{ba}(0) \right|^2 \prod_i \sum_{v_i} \sum_{v'_{av}} P_{av} \left| \chi_{b'_i}(Q_i) |\chi_{a_i}(Q_i)\right|^2 D(\omega_{b'v'} - \omega) \tag{3}
\]

while for symmetry-forbidden transition \( (\mu_{ba}(0) = 0) \), the second term of eqn (2c) dominates. It follows that

\[
\alpha(\omega) = \frac{4\pi^2 \omega}{3 hc} \sum_i \sum_{v_i} P_{av} \sum_{v'_{av}} \left| \chi_{b'_i}(Q_i) |\chi_{a_i}(Q_i)\right|^2 \prod_j \left| \chi_{b'_j}(Q_j) \right|^2 \times D(\omega_{b'v'} - \omega) \tag{4}
\]

The inducing mode \( Q_i \) leads to \( \partial \mu_{ba}/\partial Q_i \neq 0 \), which represents a transition moment induced by a distortion away from the equilibrium geometry. The symmetry of the inducing mode is determined according to the symmetry rule. For fluorescence spectra, a form similar to eqn (4) can be obtained. The first derivatives of the transition dipole moment, \( \partial \mu_{ba}/\partial Q_i \neq 0 \), can be described by the first-order perturbation theory.

Note that the electronic Hamiltonian can be expressed as

\[
H_{el}(q;\{Q\}) = T_e(q)+V_{el}(q)+V_{en}(q,Q)+V_{NN}(Q) \tag{5a}
\]

where \( T_e(q) \) is the electronic kinetic operator, \( V_{el}(q) \) the electron–electron interaction energy, \( V_{en}(q,Q) \) the nuclear–electron interaction energy, and \( V_{NN}(q,Q) \) the nuclear–electron interaction energy. \( q \) and \( Q \) denote the coordinates of electrons and nuclei, respectively. The electronic part of \( H_{el}(q;\{Q\}) \) is implicitly dependent on the nuclear coordinates. At the equilibrium geometry \( (Q = 0) \),

\[
\hat{H}_{el}^0 = E(\Phi_{el}^0)\Phi_{el}^0 \tag{5b}
\]

\[
H_{el}^0(q;\{0\}) = T_e(q)+V_{el}(q)+V_{en}(q,0) \tag{5c}
\]

The electron–nuclear interaction can be expanded as

\[
V_{en}(q,Q) = V_{en}(q,0) + \sum_i \left( \frac{\partial V_{en}}{\partial Q_i} \right)_0 Q_i + \cdots \tag{5d}
\]
By means of the first-order perturbation method, the electronic wave functions are therefore expressed as

$$\Phi_a = \Phi_a^0 + \sum_{\alpha} \left( \Phi_a^0 \right) \frac{\sum_l \left( \frac{\partial Y_{\alpha l}}{\partial Q_{\alpha l}} \right) \Phi_a^0}{E(\Phi_a^0) - E(\Phi_a^0_{\alpha l})} \Phi_{\alpha l}^0$$  \hspace{1cm} (6a)

$$\Phi_b = \Phi_b^0 + \sum_{\beta} \left( \Phi_b^0 \right) \frac{\sum_l \left( \frac{\partial Y_{\beta l}}{\partial Q_{\beta l}} \right) \Phi_b^0}{E(\Phi_b^0) - E(\Phi_b^0_{\beta l})} \Phi_{\beta l}^0$$  \hspace{1cm} (6b)

Then the electronic transition dipole moment can be obtained as

$$\mu_{b\alpha}(Q) = \left( \Phi_b^0 \right) \frac{\sum_l \left( \frac{\partial Y_{\alpha l}}{\partial Q_{\alpha l}} \right) \Phi_b^0}{E(\Phi_b^0) - E(\Phi_b^0_{\alpha l})} \Phi_{\alpha l}^0 + \sum_{\beta} \left( \Phi_b^0 \right) \frac{\sum_l \left( \frac{\partial Y_{\beta l}}{\partial Q_{\beta l}} \right) \Phi_b^0}{E(\Phi_b^0) - E(\Phi_b^0_{\beta l})} \Phi_{\beta l}^0$$  \hspace{1cm} (7)

Note that small terms are ignored in eqn (7). For symmetry forbidden transitions, $\mu_{b\alpha}(0) = \left( \Phi_b^0 \right) \frac{\sum_l \left( \frac{\partial Y_{\alpha l}}{\partial Q_{\alpha l}} \right) \Phi_b^0}{E(\Phi_b^0) - E(\Phi_b^0_{\alpha l})} = 0$, it follows that

$$\frac{\partial \mu_{b\alpha}}{\partial Q_{\alpha l}} |_{Q=0} = \left( \Phi_b^0 \right) \frac{\sum_l \left( \frac{\partial Y_{\alpha l}}{\partial Q_{\alpha l}} \right) \Phi_b^0}{E(\Phi_b^0) - E(\Phi_b^0_{\alpha l})} \frac{\partial \Phi_{\alpha l}^0}{\partial Q_{\alpha l}}$$  \hspace{1cm} (8)

Here, $(\Phi_b^0)_{\alpha l}$ and $(\Phi_b^0)_{\beta l}$ are symmetry-allowed transition moments, $(\Phi_b^0)_{\alpha l}$ and $(\Phi_b^0)_{\beta l}$ are the vibronic couplings related to the electronic states $\Phi_b^0$ and $\Phi_b^0_{\alpha l}$.

Next, the vibrational modes are classified in order to calculate FC overlap integrals. Based on the displaced oscillator model $(\omega_l = \omega_l(Q = Q - \Delta Q)\Delta Q \neq 0$ for those totally symmetric modes. $\Delta Q$ is the displacement of the oscillator between two electronic states. In general, the inducing modes are usually non-total symmetric. For instance, only those modes of $e_{2g}$ symmetry in benzene can induce the vibrational coupling in radiation processes between $S_h ({}^1A_{1g})$ and $S_i ({}^1B_{2u})$ states based on eqn (8). $\langle \mu_{b\alpha}^I | \Delta Q | \mu_{a\alpha}^I \rangle \neq 0$ requires $\nu' = \nu_1 \pm 1$ for the inducing mode.

The remaining modes in the vibrational overlap integrals are separated into two parts, the totally symmetric $(j_T)$ and other non-totally $(j_{NT})$ symmetric modes:

$$\prod_{j_T} \langle \mu_{b\alpha}^I | \Delta Q | \mu_{a\alpha}^I \rangle \prod_{j_{NT}} \langle \mu_{b\alpha}^I | \Delta Q | \mu_{a\alpha}^I \rangle$$  \hspace{1cm} (9)

Eqn (9) determines the profile of the spectrum. For the totally-symmetric vibrational modes, $\Delta Q_k \neq 0$, the Franck–Condon factors for each mode of this kind can be expressed as

$$\langle \mu_{b\alpha}^I | \Delta Q_k | \mu_{a\alpha}^I \rangle = \frac{S_k}{\nu_i^2} e^{-S_k}$$  \hspace{1cm} (10)

where the Huang-Rhys factor is defined as $S_k = \frac{\omega_l}{\omega_l} \Delta Q_k^2$. It should be noted that eqn (10) is based on the displaced oscillator approximation and is applicable only to the case of transitions $0 \leftrightarrow \nu_k'$. Each totally symmetric mode with $S_k \neq 0$ constructs a progression $k' = \nu_k' \nu_i = 0$ in the spectra. The remaining modes are non-totally symmetric, $j_{NT}, \Delta Q_k \neq 0$, and each of these modes constructs a sequence $k' = \nu_i = \nu_i \pm 2$, etc. So it is concluded that for symmetry-forbidden transitions, the absorption spectra are of $\nu_i K^{\nu_i} L^{\nu_i}_k$, where I, K and L refer to the inducing mode, the totally-symmetric modes, and the other modes, respectively.

Parmenter et al. reported a detailed assignment of the spectrum for the benzene 260-nm transition via single vibronic level fluorescence. They have assigned $61^0, 62^0, 64^0$ and $67^0$ peaks in the spectra. That the $\nu_i + 2$ peaks appear is because the distortion effect of these modes is large, and therefore the vibrational overlap integrals $(\nu_i / \nu_{i+2})$ are large. In general, the Franck–Condon factors for distorted oscillators are

$$F_{\nu_i, 0} = \sqrt{\alpha_{\nu_i} \alpha_{\nu_i+2} (\alpha_{\nu_i} - \alpha_{\nu_i+2})} \left( \nu_i \pm \nu_1 \right) 2^{\nu_i - 1} (|\nu_i/2|)!^2$$  \hspace{1cm} (11)

where $\nu_i$ is an even integer. It is seen that unless $|\nu_i - \nu_i+2|$ is large, $F_{\nu_i, 0}$ is much smaller than the unity for $\nu_i \neq 0$; in other words, the distortion effect due to the quadratic coupling is unimportant. If the frequency difference between the two electronic states is not negligible, it influences the spectrum.

In addition, when the temperature is not very low, and the molecules are in thermal equilibrium, some modes could distribute in their vibrational excited states, especially for those modes with low frequencies. Thus, some modes are initially at $\nu_i = 1, 2, \ldots$, which results in the hot bands in the spectra.

It should be noted that the anharmonicity in the potential curve is neglected here. In general, the anharmonicity has two effects: to scramble the various normal modes and to cause changes in vibrational level spacing of a normal mode. The first effect is necessary in intramolecular vibrational relaxation. It is generally assumed that the vibrational relaxation time is much shorter than that of the electronic relaxation so that the transitions always originate from a Boltzmann distribution of vibrational levels. The second effect may cause changes in the Franck–Condon factor in cases where there are modifications of frequencies and coordinates. Therefore, the second effect can make a band shifted and a profile changed.1, 2, 3, 33

Rates of IC

IC is defined as radiationless transitions between two electronic states of the same multiplicity. Its rate constants can also be obtained by the perturbation method as for the optical absorption discussed above. The perturbation Hamiltonian for IC is the Born–Oppenheimer coupling.1 With the application of the Condon approximation, the perturbation term is further simplified. Following the same procedures as for the absorption but with different perturbation term, the rate of IC can be obtained. Note that the perturbation term for this process is time-independent. General considerations for IC have been reported.1, 2, 34 In the present work, we are
concerned with the single level rate constants of IC based on the displaced and distorted oscillator approximations.

Considering the $T = 0$ K case, the rate constant for IC $a_0 \rightarrow b$ promoted by the promoting mode $v_p$ is expressed, in terms of Fermi’s Golden rule, as

$$W_{a_0 \rightarrow b} = \frac{1}{h} |R_{ba}(Q_p)|^2 \int_{-\infty}^{+\infty} dt \exp[i(E_{ba} + \epsilon_{a_0})] \prod_{i \neq p} G_i(t) \tag{12}$$

where

$$R_{ba}(Q_p) = \frac{\hbar \omega_{a_0}}{\sqrt{2}} \left( \Phi_b \left( \frac{\partial \Phi_a}{\partial Q_p} \right) \right)$$

$$G_i(t) = \sum_{i' = 0}^{\infty} |\langle \Phi_{i'} | \Phi_i \rangle|^2 \exp\{it[(\epsilon_{i'} + \frac{1}{2})\omega_{i'} - \frac{1}{2}\omega_i]\}, \omega_{a_0}$$ is the energy gap between the two electronic states, and $\omega_p$ is the frequency of the promoting mode. For a displaced oscillator, $G_i(t) = \exp[S_{\pm}(1 + e^{i\omega_{p} t})].$

Similarly for a distorted oscillator, $G_i(t)$ is given by

$$G_i(t) = 2\sqrt{\frac{\omega_{a_0}\omega_{i'}}{\omega_{i'} + \omega_i}} \frac{\partial \Phi_a}{\partial Q_p}$$

$$G_i(t) = g_i(t)e^{i\omega_{a_0} t}$$

$$g_i(t) = \sqrt{\frac{2}{\omega_i + \omega_{i'}}} \left[ 1 - \frac{(\omega_{a_0} - \omega_{i'})^2}{2\omega_{a_0}\omega_{i'}} \right]^{1/2}$$

From eqn (16), it can be seen that $g_i(t) = 1$ if the mode has little distortion ($\omega_{i'} \approx \omega_i$), and therefore $G_i(t) = 1$. That means these oscillators would not affect the rate constants of IC. Thus if there is only one distortion mode $g_d(t)$, then

$$W_{a_0 \rightarrow b} = \frac{1}{h} |R_{ba}(Q_p)|^2 \int_{-\infty}^{+\infty} dt \cdot g_d(t) \exp\left[ i\left( \omega_{ba} + \omega_p + \frac{\omega_{i'} - \omega_{a_0}}{2} \right) + \sum_{i} S_i(-1 + e^{i\omega_{a_0} t}) \right] \tag{17}$$

while for the case with multiple distorted modes, it has the general form of

$$W_{a_0 \rightarrow b} = \frac{1}{h} |R_{ba}(Q_p)|^2 \int_{-\infty}^{+\infty} dt \exp\left[ i\left( \omega_{ba} + \omega_p + \sum_{i} \frac{\omega_{i'} - \omega_{a_0}}{2} \right) \right]$$

$$+ \sum_{i} S_i(-1 + e^{i\omega_{a_0} t}) \prod_d g_d(t) \tag{18}$$

By using the saddle-point method, we obtain

$$W_{a_0 \rightarrow b} = \frac{1}{h} \left[ R_{ba}(Q_p) \right]^2 \prod_d g_d(t) \left( \frac{2\pi}{\sum_{i} \omega_{i'} \omega_{a_0} \omega_{i'} \omega_{a_0} \omega_{i'}} \right)$$

$$\times \exp\left[ it\left( \omega_{ba} + \omega_p + \frac{\omega_{i'} - \omega_{a_0}}{2} \right) \right]$$

$$+ \sum_{i} S_i(-1 + e^{i\omega_{a_0} t})$$

$$\prod_d g_d(t)$$

This is also estimated by $\prod_d g_d(t')$. Though $g_d(t)$ is close to 1 for each distorted mode, the multiplication of all the distorted modes would affect the rate constants to some extent.

Results and discussion

Properties of the ground and excited states of benzene

*Ab initio* and DFT (density functional theory) calculations were performed with Ganssian 03 and MOLPRO packages. The stable geometry of benzene in its ground electronic state ($S_0$ $^1A_1g$) was determined at various levels including HF (Hartree-Fock, HF results were not presented), MP2 (second order Muller-Plesset perturbation theory), DFT, and CASSCF (complete active space self-consistent field). The selection of the basis sets should be careful, for some special basis sets at MP2 level give imaginary frequencies for the out-of-plane vibrational modes of benzene. Most calculations in the present work were performed with the basis set 6-31+G(d,p), and also a few basis sets, e.g. cc-pVTZ (correlation consistent polarized valence triple-zeta basis set) and aug-cc-pVTZ (augmented correlation consistent polarized valence-triple-zeta), were selected to verify that the calculation was not sensitive to basis sets. For the lowest excited state ($S_1$ $^3B_2u$) of benzene, its stable structures were determined at the CASSCF(6,6)/6-31+G(d,p) level. The active space for the CASSCF calculations was composed of 6 active $\pi$ electrons distributed in 6 active orbitals ($1a_2u + 2e_{1g} + 2e_{2g} + 1b_{2g}$ within the $D_{6h}$ symmetry, or $2b_{1u} + 1b_{2g} + 2b_{3g} + 1a_{1u}$ within the $D_{2h}$ symmetry, or $3a_u + 3b_u$ within the $C_{2h}$ symmetry) formed by the linear combination of carbon 2p$_z$ atomic orbitals. Although larger active space which allows for the treatment of the Rydberg excited states would yield more accurate results, this smaller (6,6) one has been proven able to describe the potential energy surfaces well and is preferred due to its low cost. The CIS results were also given though they are clearly unreliable. The potential energy surfaces by the CASSCF method were used for subsequent calculations of spectrum simulation and rate constants of the IC.

The geometries of the two states of benzene were fully optimized within the $D_{6h}$ symmetry. Its stable geometries are listed in Table 1. The optimization methods for the ground state included MP2 (FC), B3LYP, and CASSCF(6,6).
All these methods gave the correct $D_{6h}$ symmetry. Compared with the observations, CASSCF gave a little longer CC bond lengths for this method did not account for the dynamic correlation, and gave too short CH bond lengths for the chosen active space did not include the $\sigma$ orbitals. On the other hand, as shown in Table 1, the geometries calculated by MP2 and B3LYP were almost the same as the experimental observations.

For the excited state, CIS, TD-B3LYP and CASSCF (6,6) were employed. The results suggested that CIS is not recommended, while the TD (time-dependent)-DFT method is not only low-cost but also reliable. The CASSCF geometries agreed well with the experimental observations and were used for the subsequent calculations. Based on the CASSCF wave functions as a zeroth-order approximation and adding a second-order perturbation, the CASPT2 results were even closer to the experimental observations, but also much more computationally expensive.

Table 2 lists the calculated and experimental harmonic frequencies for the two states. For the ground state MP2 and B3LYP the results were very close to the observations, while CASSCF was a little worse than the other two methods.

The electronic excitation energies, including vertical and adiabatic excitation energies, are given in Table 3. In comparison with the experimental observations, different theoretical calculations overestimated or underestimated the energies. CIS and TD-DFT results were pretty higher than the experiment measurement, while CASPT2 results were lower. The CASSCF results were the best among them and were used in the subsequent calculations.

### Table 1: Bond distances (Å) for the ground and excited states

<table>
<thead>
<tr>
<th>States</th>
<th>R$_{CC}$</th>
<th>R$_{CH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S$_0$</td>
<td>1.396</td>
<td>1.083</td>
</tr>
<tr>
<td>MP2(FC)/6-31+G(d,p)</td>
<td>1.399</td>
<td>1.083</td>
</tr>
<tr>
<td>B3LYP/6-31+G(d,p)</td>
<td>1.398</td>
<td>1.086</td>
</tr>
<tr>
<td>CAS(6,6)/6-31+G(d,p)</td>
<td>1.398</td>
<td>1.076</td>
</tr>
<tr>
<td>CASPT2*</td>
<td>1.396</td>
<td>1.081</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>States</th>
<th>R$_{CC}$</th>
<th>R$_{CH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S$_1$</td>
<td>1.432</td>
<td>1.084</td>
</tr>
<tr>
<td>CIS/6-31+G(d,p)</td>
<td>1.415</td>
<td>1.074</td>
</tr>
<tr>
<td>TD-B3LYP/6-31+G(d,p)</td>
<td>1.428</td>
<td>1.084</td>
</tr>
<tr>
<td>CAS(6,6)/6-31+G(d,p)</td>
<td>1.435</td>
<td>1.074</td>
</tr>
<tr>
<td>CASPT2*</td>
<td>1.432</td>
<td>1.080</td>
</tr>
</tbody>
</table>

* Ref. 3 and references cited therein.

### Table 2: Vibrational frequencies (cm$^{-1}$) of the ground and excited states

<table>
<thead>
<tr>
<th>Modes$^a$</th>
<th>Sym</th>
<th>Expt.$^b$</th>
<th>MP2(FC)</th>
<th>B3LYP</th>
<th>CAS(6,6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_{1g}$</td>
<td>2074</td>
<td>2077</td>
<td>2075</td>
<td>2078</td>
</tr>
<tr>
<td>2</td>
<td>$A_{2g}$</td>
<td>2064</td>
<td>2065</td>
<td>2067</td>
<td>2072</td>
</tr>
<tr>
<td>3</td>
<td>$b_{1g}$</td>
<td>2045</td>
<td>2050</td>
<td>2050</td>
<td>2055</td>
</tr>
<tr>
<td>4</td>
<td>$b_{2g}$</td>
<td>2035</td>
<td>2040</td>
<td>2040</td>
<td>2045</td>
</tr>
<tr>
<td>5</td>
<td>$c_{1g}$</td>
<td>2025</td>
<td>2030</td>
<td>2030</td>
<td>2035</td>
</tr>
<tr>
<td>6</td>
<td>$c_{2g}$</td>
<td>2015</td>
<td>2020</td>
<td>2020</td>
<td>2025</td>
</tr>
<tr>
<td>7</td>
<td>$e_{1g}$</td>
<td>2005</td>
<td>2010</td>
<td>2010</td>
<td>2015</td>
</tr>
<tr>
<td>8</td>
<td>$e_{2g}$</td>
<td>2000</td>
<td>2005</td>
<td>2005</td>
<td>2005</td>
</tr>
<tr>
<td>9</td>
<td>$e_{3g}$</td>
<td>1995</td>
<td>1995</td>
<td>1995</td>
<td>1995</td>
</tr>
<tr>
<td>10</td>
<td>$e_{4g}$</td>
<td>1985</td>
<td>1985</td>
<td>1985</td>
<td>1985</td>
</tr>
<tr>
<td>11</td>
<td>$a_{1u}$</td>
<td>1975</td>
<td>1975</td>
<td>1975</td>
<td>1975</td>
</tr>
<tr>
<td>12</td>
<td>$b_{1u}$</td>
<td>1965</td>
<td>1965</td>
<td>1965</td>
<td>1965</td>
</tr>
<tr>
<td>13</td>
<td>$b_{2u}$</td>
<td>1955</td>
<td>1955</td>
<td>1955</td>
<td>1955</td>
</tr>
<tr>
<td>14</td>
<td>$B_{1u}$</td>
<td>1945</td>
<td>1945</td>
<td>1945</td>
<td>1945</td>
</tr>
<tr>
<td>15</td>
<td>$B_{2u}$</td>
<td>1935</td>
<td>1935</td>
<td>1935</td>
<td>1935</td>
</tr>
<tr>
<td>16</td>
<td>$c_{1u}$</td>
<td>1925</td>
<td>1925</td>
<td>1925</td>
<td>1925</td>
</tr>
<tr>
<td>17</td>
<td>$c_{2u}$</td>
<td>1915</td>
<td>1915</td>
<td>1915</td>
<td>1915</td>
</tr>
<tr>
<td>18</td>
<td>$c_{3u}$</td>
<td>1905</td>
<td>1905</td>
<td>1905</td>
<td>1905</td>
</tr>
<tr>
<td>19</td>
<td>$c_{4u}$</td>
<td>1895</td>
<td>1895</td>
<td>1895</td>
<td>1895</td>
</tr>
<tr>
<td>20</td>
<td>$e_{1u}$</td>
<td>1885</td>
<td>1885</td>
<td>1885</td>
<td>1885</td>
</tr>
</tbody>
</table>

$^a$ Wilson numbering, ref. 40. $^b$ Ref. 3 and literatures cited in that paper.

### Table 3: Vertical and adiabatic excitation energies (eV)

<table>
<thead>
<tr>
<th>States</th>
<th>Vertical</th>
<th>Adiabatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expt.$^a$</td>
<td>4.90</td>
<td>4.72</td>
</tr>
<tr>
<td>CIS/6-31+G(d,p)</td>
<td>6.06</td>
<td>5.92$^b$</td>
</tr>
<tr>
<td>CAS(6,6)/6-31+G(d,p)</td>
<td>4.96</td>
<td>4.76$^c$</td>
</tr>
<tr>
<td>TD-B3LYP/6-31+G(d,p)</td>
<td>5.38</td>
<td>5.13$^d$</td>
</tr>
<tr>
<td>CASPT2*</td>
<td>4.68</td>
<td>4.37</td>
</tr>
</tbody>
</table>

$^a$ Ref. 3 and references cited therein. $^b$ Without ZPVE (zero point vibrational energy). $^c$ Without ZPVE, or 4.61 eV with ZPVE.
with \( a = 1^1A_{1g}, b = 1^3B_{2u}, b' = 1^1E_{1u}. \) NACME (non-adiabatic coupling matrix elements) with respect to Cartesian coordinates were calculated directly by SA-MCSCF (state-averaged multi-configuration self-consistent field) at the equilibrium geometry of the ground state, and then were transformed to those with respect to the dimensionless normal mode vectors. According to the correlation table, the symmetry of benzene was lowered to \( C_{2h} \) (with the \( z \)-axis as the principal \( C_2 \) axis) for the practical calculations by SA-MCSCF. In the \( C_{2h} \) symmetry, the electronic states denoted in eqn (21) were assigned as \( a = 1^1A_{1g}, b = 1^3B_{2u}, b' = 3^1B_u \) and \( 4^3B_u \).

Table 5 lists the calculation of the vibronic couplings among each inducing mode in the \( C_{2h} \) symmetry. Note that the inducing modes in the \( D_{2h} \) symmetry are of the doubly degenerated \( e_{2g} \) irreducible representation. The transition dipole moments to the intermediate states were \( \langle \Phi^0_{b'} | \mu | \Phi^0_b \rangle = -0.17240 \) and \( \langle \Phi^0_{b'} | \mu | \Phi^0_{b} \rangle = 2.23992 \) in \( \text{a.u.} \) unit. Using these quantities, the intensities of transitions were obtained. Table 5 gives the relative intensities normalized with respect to \( 6_0 \). The present relative intensities of false origins \( 9_1 \) and \( 7_1 \) seemed quite reasonable. The origin \( 8_1 \) seemed to be overestimated, compared with the experimental observations and CAS investigations. However, previous CIS results for this origin were consistent with the present results. The allowed transition dipole moments were generally reliable. The discrepancies would be resulted from the accuracy of SA-MCSCF, or it required more critical convergence criteria as suggested by J. Werner.\(^1\)

### Spectrum simulation

As derived in the Theory section, the spectra of \( 1^1A_{1g} \rightarrow 1^3B_{2u} \) transition are of \( I_0 = K_{00} I_0' \). At \( T = 0 \) K, or the temperature that is low enough to let all \( v_i = 0 \), it follows that: (a) The inducing modes can be excited only with \( v'_i = 1 \) \( \cdots \) \( v_i = 0 \) in \( I_0' (I = \nu_6, \nu_7, \nu_8). \) These modes are of the \( e_{2g} \) irreducible representation. (b) The totally symmetric vibrational modes can be excited with \( v'_i = 0 \), \( 1 \), \( 2 \), \( \cdots \) \( v_i = 0 \) in \( K_{00} \) \( (K = \nu_1, \nu_2) \). These modes are of the \( a_{1g} \) irreducible representation. (c) The other modes can be excited only \( v'_i = 0 \) \( \cdots \) \( v_i = 0 \) based on the distorted oscillator model or \( v'_i = 0, \ 2, \ 4, \ \cdots \) \( v_i = 0 \) if the distortion effect is negligible. Then eqn (4) is explicitly rewritten as

\[
\chi(\omega) = 4\pi^2\omega / 3\hbar^2 \sum_i \sum_{j'} \left( \frac{\partial H_{b_i}}{\partial Q_{j'}} \right)_0^2 I_0 K_0' L_0 D(\omega_{n_{j'}}, \omega) \]

So the spectra possess four false origins by promoting modes \( \nu_6, \nu_7, \nu_8 \) and \( \nu_9 \). The progressions of the totally symmetric modes \( \nu_1 \) and \( \nu_2 \) are the main bands. The peaks induced by the \( \nu_6 \) mode were firstly simulated at \( T = 0 \) K. Other peaks by \( \nu_6, \nu_7, \nu_8 \) and \( \nu_9 \) were simulated similarly but with much smaller vibronic couplings and different locations. The Huang-Rhys factors of the two totally symmetric modes, \( \nu_1 \) and \( \nu_2 \), were \( S_1 = 1.6507 \) and \( S_2 = 0.0090 \), respectively. Therefore, the spectrum showed the major progressions of \( 6_0 I_{0'}' \) only if other effects were neglected.

As mentioned above, the spectra of the weak symmetry-forbidden transition are distinguishable, and many more peaks have been assigned experimentally. Therefore, more effects should be considered in the simulation. The distorted corrections are generally not important, which makes the spectra profile mainly of the progression \( 6_0 I_{0'}' \) based on the displaced oscillator model \( (T = 0 \) K). However, these corrections should be included, especially for those modes with greatly shifted frequencies. From eqn (11), it follows that

\[
F_{\omega_n\omega} = 2\sqrt{\omega_0'\omega} / (\omega + \omega')
\]

Table 6 gives the distortion effects of these modes. Although the effects (if only \( 0' - 0 \) transitions occur in these modes) would not change the relative intensities of the spectrum, they could somewhat lower the absolute intensities.

For \( T \neq 0 \) K, some modes could distribute in their vibrationally excited states, especially for those modes with low frequencies. Then, at the initial state, some modes can exist with their vibrational quantum number \( v_i = 1, 2 \ldots \) Thus hot bands can be observed in the spectrum. Based on the Boltzmann distribution rule, \( N_{v}/N_0 = e^\left(\left(-\xi\omega_{0}\right)/kT\right) \), and the harmonic oscillator approximation, \( \xi_{\omega_0} = (\nu_i + 1/2)\omega_0 \), it gives that \( N_{v}/N_0 = e^\left(\left(-\xi\omega_{0}\right)/kT\right) \). At \( T = 300 \) K, the vibrational distributions of those modes with low frequencies are listed in Table 7. It is seen that excitations of the \( \nu_{60} \) mode lead to an...
intense hot band from the $e_{2g}$ modes. The same behavior was observed in earlier investigations.\(^3\) Hence, there will be some sequences $I' = 1$ of the modes $\nu_3$, $\nu_{10}$, $\nu_{11}$, $\nu_{16}$, and $\nu_{17}$.

Thus, the hot bands associated with $6_1^0$ were constructed including two progressions and five sequences, $6_1^0K_i^vL_i^1$; where $K = \nu_{1}, \nu_{2}$ and $L = \nu_{4}, \nu_{10}, \nu_{11}, \nu_{16}, \nu_{17}$, based on the displaced oscillator model. Their combinations such as $6_1^0[4,16]$ could also be observed. If the distortion effect was considered, $6_1^0L_0^0$ could also appear. Similarly, the hot bands of $6_2^0$ and $6_2^1$ were constructed, but special care should be taken. According to the relation

$$\langle z_n|Q|z_m\rangle = \sqrt{\frac{n+1}{2\beta}} \delta_{m,n+1} + \sqrt{\frac{n}{2\beta}} \delta_{m,n-1},$$

it gives the ratios of intensities of these origins $6_1^0; 6_2^0; 6_2^1 = 1:1:2$. Other peaks induced by modes $\nu_7$, $\nu_8$ and $\nu_9$ can be constructed in a similar way.

In summary, the peaks in the simulated spectrum include: $6_1^0[16]$, $6_1^0[16]$, $6_2^1[16]$, $6_2^1[16]$, $6_2^1[16]$, $6_2^1[16]$, $6_1^0[16]$, $6_1^0[16]$, $6_1^0[16]$, $6_1^0[16]$, $6_1^0[16]$, $6_1^0[16]$, $6_1^0[16]$, $6_1^0[16]$; $6_1^0[10]$, $6_1^0[10]$, $6_2^1[10]$, $6_2^1[10]$. In other words, the spectrum was simulated peak at 300 K, as shown in Fig. 1. The experimental spectrum in Fig. 1 is adopted from ref. 39. The present CASSCF results calculated above were utilized in the simulation of the symmetry-forbidden transition. No ab initio result was scaled to approach the observations. The dephasing or damping constant in the Lorentzian function was set as 0.001 eV in absorption. Owing to the symmetry, the transition dipole moment vanishes and the 0–0’ peak could not be observed in the spectra. The main progressions are from the totally symmetric mode $\nu_1$, whose Huang-Rhys factor is 1.6507, induced by the promoting mode $\nu_6$. Though it was reported that the inclusion of Duschinsky effect may raise the intensities for the transitions by 20%, our simulated spectra without considering this effect did show good agreement with the experiment results.\(^4\) Notably, the present CASSCF spectrum gave a longer progression of $\nu_1$ mode than the observations. Similar investigations can also be found in ref. 3. In addition, the calculated peaks by non-total symmetric modes seem underestimated. It is because that calculated frequencies are generally overestimated by CASSCF. Thus the vibrational distributions of these modes are underestimated according to the Boltzmann distribution rule and FC factors are underestimated according to eqn (24). Besides, the anharmonicities are also important in calculating FC factors.\(^4\) Note, the present simulation only took the first order vibronically induced transitions into account, while the higher order corrections and some other effects may influence the spectrum,\(^4\) and surely the calculations can be more expensive. Without these effects, the major progressions as well as the weak peaks, hot bands and so on are all in good agreement with the experimental observations. Similarly, the fluorescence spectrum for $^{1}_{1}A_{1g} \rightarrow ^{1}_{1}B_{2u}$ in benzene ($x$ in eV, $y$ in arbitrary units).

### Table 6 Distortion effects

<table>
<thead>
<tr>
<th>Mode</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>11</th>
<th>14</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0$ state freq./cm(^{-1})</td>
<td>729</td>
<td>1039</td>
<td>875</td>
<td>711</td>
<td>1337</td>
<td>431</td>
<td>1000</td>
<td>1107</td>
</tr>
<tr>
<td>$S_1$ state freq./cm(^{-1})</td>
<td>495</td>
<td>721</td>
<td>607</td>
<td>538</td>
<td>1835</td>
<td>292</td>
<td>686</td>
<td>963</td>
</tr>
<tr>
<td>Freq. shift/cm(^{-1})</td>
<td>-234</td>
<td>-318</td>
<td>-268</td>
<td>-173</td>
<td>498</td>
<td>-139</td>
<td>-314</td>
<td>-144</td>
</tr>
<tr>
<td>$F_{620},a_0$</td>
<td>0.9817</td>
<td>0.9835</td>
<td>0.9835</td>
<td>0.9903</td>
<td>0.9876</td>
<td>0.9814</td>
<td>0.9825</td>
<td>0.9976</td>
</tr>
<tr>
<td>$F_{620},a_0$</td>
<td>0.0178</td>
<td>0.0160</td>
<td>0.0161</td>
<td>0.0096</td>
<td>0.0122</td>
<td>0.0180</td>
<td>0.0170</td>
<td>0.0024</td>
</tr>
</tbody>
</table>

### Table 7 The vibrational distribution of modes with low frequencies (<1000 cm\(^{-1}\)) at $T = 300$ K

<table>
<thead>
<tr>
<th>Mode</th>
<th>4</th>
<th>6</th>
<th>10</th>
<th>11</th>
<th>16</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0$ state freq./cm(^{-1})</td>
<td>729</td>
<td>652</td>
<td>875</td>
<td>711</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>$N_0/N_0$</td>
<td>0.0303</td>
<td>0.0438</td>
<td>0.0150</td>
<td>0.0329</td>
<td>0.1265</td>
<td>0.0082</td>
</tr>
<tr>
<td>$N_2/N_0$</td>
<td>0.0010</td>
<td>0.0020</td>
<td>0.0000</td>
<td>0.0010</td>
<td>0.0160</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### Rate constants of IC

The formalism described in the Theory section allows the calculation of the rate constants of IC between various singlet
Note that the normal coordinate $Q_p$ is dimensionless, which makes $\left\langle \Phi_0 \bigg| \frac{\partial \Phi_0}{\partial Q_p} \bigg| \Phi_0 \right\rangle$ dimensionless. The single level rate constant of the IC $1^1A_{1g} \leftarrow 1^1B_{2u}$ in benzene is determined, as following eqn (19) by using the factors: energy gap between the two electronic states $\omega_{ba}$ ($\omega_{ba} < 0$); frequency of the promoting mode $\omega_{b}$; Huang-Rhys factors $S_i$ and frequencies $\omega_i$ of the totally symmetric displaced accepting modes; frequencies $\omega_o$ and $\omega'_o$ of the non-totally symmetric distorted oscillator modes; and vibronic coupling.

The promoting mode for IC $1^1A_{1g} \leftarrow 1^1B_{2u}$ is of the $b_{2u}$ irreducible representation in terms of the symmetry rule, therefore only $\nu_{14}$ and $\nu_{15}$ modes could be promoting modes. Here we adopted $S_k = \frac{\mu_k^2}{\mu_p^2} d_k^2$, where $\mu_k$ is the reduced mass of the mode and $d_k$ is the difference of the Cartesian coordinates between the two states. Explicitly, $S_1 = \text{Con.} \times \mu_2 v_2 d_2^2$ with $\mu_k$ in atomic mass units, $v_2$ in cm$^{-1}$, $d_2$ in Å, and Con. = 0.014830 (units), which makes $S_k$ dimensionless. By this method, the Huang-Rhys factors are $S_1 = 1.4615$, $S_2 = 0.3241$, respectively. The vibronic couplings were calculated by SA-MCSCF in the $C_4$ symmetry. The saddle-point value $it^*$ was numerically determined by eqn (20). Along with the energy gap $\omega_{ba} = 37174 \times 2\pi$ cm$^{-1}$ and the frequencies listed in Table 2, the rate constants of IC were then obtained. Table 8 lists the details of the calculation results. It is emphasized that the distortion effect of the normal modes is taken into account as described in eqn (19). This effect increases the rate constants of IC by a factor of about 2–3 in this work (Table 8).

The calculated rate constants of IC induced by $Q_{14}$ and $Q_{15}$ are close to each other, though, both of them might be underestimated in the present work. It is due to the large energy gap between the two states and small Huang-Rhys factors and vibronic coupling. In fact, the coupling between states with a large energy difference is small. Besides, calculations of the electronic structures are essential for the understanding of IC. The general formalisms, more complicated, are not employed in the work. The small rate constants show that the IC $1^1A_{1g} \leftarrow 1^1B_{2u}$ is not the main channel of the electronic relaxation. The calculated rate constants with distortion effect considered for this IC process are within the order of $10^3$ s$^{-1}$.

The vibrational excitation is essential for the competition between various types of nonradiative decay. At very low vibrational regions of $S_1$ ($1^1B_{2u}$) state, the intersystem crossing (one of the nonradiative decay, the so-called “channel 2”) might be the only nonradiative channel to decay. Our calculated scheme for the IC described above starts from the vibrationless excited state, i.e., all vibrational modes are at $v = 0$. Under these conditions, the present rate constants of IC are only about $10^{-4}$ of the total nonradiative rate constants ($11.2 \times 10^6$ s$^{-1}$, see ref. 17 and 29 and references cited therein) is reasonable. The present rate constants are about 100 times larger than the previous calculated value$^{37}$ 32.4 s$^{-1}$. In the present work, NACME was obtained at the equilibrium geometry of the ground state $1^1A_{1g}$. This approach may introduce errors because NACME can be quite large in canonical intersections. Some other effects can also affect the nonradiative decay rates. The non-Condon effect might increase the IC rate constants by a factor of about 2–3. In addition, an important factor involved in the anharmonic effect is the vibrational mode mixing which will increase the number of modes participated in accepting the electronic

![Fig. 2 Spectrum for the fluorescence $1^1A_{1g} \leftarrow 1^1B_{2u}$ in benzene (x in eV, y in arbitrary units).](image-url)
energy involved in IC.\textsuperscript{49} This will increase the rate of internal conversion. For this IC, the rate constants increase drastically when the excess energy above the origin of $S_1$ state approaches\textsuperscript{50} 3000 cm$^{-1}$. In such cases, the contribution of the so-called “channel 3” (or chemical relaxation\textsuperscript{51}) might be the major part. Also, the excitation of CH modes is more efficient for disposing of the excess energy than the higher excitation of other low-frequency modes,\textsuperscript{51} and thus the anharmonicity of these modes can play a major part in the transfer.\textsuperscript{52} In fact, all effects can be included if more reliable potential surfaces were obtained. Nonetheless, the present work might give an estimate of the lower limit of the rate constants of this IC, which is about $4.8 \times 10^3$ s$^{-1}$ by summing up the contributions from the two inducing modes.

Conclusions

Transition processes can be described by the time-dependent perturbation method using the total Hamiltonian which consists of two parts: zeroth-order Hamiltonian which represents the stationary properties, and the perturbation part which accounts for the process under consideration. The two processes, symmetry-forbidden absorption/fluorescence and IC, all involving the vibronic coupling, were formulated and a practical application was reported in this work. The vibronic coupling, essential in these processes, was calculated in terms of the Herzberg–Teller expansion theory within the Born Oppenheimer approximation. For the symmetry-forbidden absorption/fluorescence, formalisms derived here took into account the temperature effect and the distortion effect, but neglected the Duschinsky effect. For the IC, the formalisms of the single level rate constant including the distortion effect were presented.

The \textit{ab initio} calculation results for benzene, including geometries, energies, harmonic frequencies, and the symmetry, were all in good agreement with the observations and calculations in the literature. This provided the subsequent calculations, especially the spectra simulation, a reliable basis. The symmetry-forbidden absorption, $1^{1}A_{1g} \rightarrow 1^{1}B_{2u}$ in benzene, could borrow intensities through the inducing modes of the $e_{2g}$ symmetry by vibronic coupling. The false origin induced by $v_6$ mode was found the most intense due to the vibronic couplings along these normal coordinates (doubly degenerated) being large. Then the spectra for this forbidden absorption, with the distortion effect considered, were simulated peak by peak and agreed well with observations. The simulated fluorescence spectra were also consistent with the observations. The IC $1^{1}A_{1g} \leftrightarrow 1^{1}B_{2u}$ could be induced by promoting modes, $v_{14}$ and $v_{15}$ of the $b_{2u}$ symmetry. Following the similar calculation method for vibronic coupling, the rate constants for this IC were obtained within the order of $10^3$ s$^{-1}$, with the distortion effect increasing the IC by a factor of about 2–3. The present results, about $4.8 \times 10^3$ s$^{-1}$, might be the lower limit for the rate constants of this IC.

In conclusion, formalisms for symmetry-forbidden transitions and IC are presented based on the displaced and distorted oscillator approximations. The temperature effect and the distortion effect are taken into account for the symmetry-forbidden absorption/fluorescence. The method is ready for other applications and can be easily improved. The single level rate constant for IC includes the distortion effect and the formalisms for IC eqn (19), can be a good estimate if the potential energy surfaces are reliable. The application of the approach to benzene seems satisfactory.
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