Mining the R&D innovation performance processes for high-tech firms based on rough set theory
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\textbf{A B S T R A C T}

The research and development (R&D) innovation of firms continues to be viewed as an important source of competitive advantage to academics and practitioners. To explore and extract the R&D innovation decision rules, it is important to understand how the R&D innovation rule-base works. However, many studies have not yet adequately induced and extracted the decision rule of R&D innovation and performance based on the characteristics and components of the original data rather than on post-determination models. The analysis of this study is grounded in the taxonomy of induction-related activities using a rough set theory approach or rule-based decision-making technique to infer R&D innovation decision rules and models linking R&D innovation to sales growth. The rules developed using rough set theory can be directly translated into a path-dependent flow network to infer decision paths and parameters. The flow network graph and cause-and-effect relationship of decision rules are heavily exploited in R&D innovation characteristics. In addition, an empirical case of R&D innovation performance will be illustrated to show that the rough sets model and the flow network graph are useful and efficient tools for building R&D innovation decision rules and providing predictions. We will then illustrate that integrating the flow network graph with rough set theory can fully reflect the characteristics of R&D innovation, and, through the established model, we can obtain a more reasonable result than with artificial influence.

1. Introduction

Research and development (R&D) innovation activity is recognized by its concern with multiple indicators displaying complex structures, uncertainty with many interlocking manufacturing and technological processes, and, consequently, a set of innovation behaviors. Therefore, R&D innovation activity is an important source of competitiveness in many industries. This is particularly true in high-technology industries,\textsuperscript{1} characterized by short product life cycles, high uncertainty, and intense competition among new products for market share (Qian and Li, 2003). In spite of this increasing importance, many high-technology firms have begun to invest heavily in R&D innovation activities to develop novel and innovative products that can help to capture and maintain market share and improve future firm profitability. The R&D effort is a very complex structure with multiple factors to explore to advance R&D resource allocation strategies and translate them into innovations. In response to international competitive pressure, high-technology firm survival and competitive advantage rely upon R&D ability, and hence, innovation in extremely competitive environments (Duysters and Hagedoorn, 2000; Wan et al., 2005). This innovativeness can help capture and maintain market share for improving firm profitability (Wang et al., 2008). There is no doubt about the importance of R&D efforts to high-technology firms as the foundation of their survival. In high-technology industries, where the pace of technical change is speedy, firms place a greater emphasis on R&D efforts toward their products, processes, and technology to overcome technological hurdles and distinguish their offerings from those of competing firms (Thornhill, 2006). R&D efforts can also indicate the innovative competences affecting the performance of firms, particularly in high-technology industries.
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explore the relationship between R&D innovation and performance in the high-technology industry. The major objective of this study, therefore, is to better understand the possible rules of specific R&D innovation and performance, by using multiple indicators related to latent variables conditional on the inherent characteristics of the original data. We believe this will provide greater insight for making R&D innovation decisions.

The rest of this article is organized as follows. In Section 2, an overview of the previous relevant work in the domain of R&D innovation is introduced. In Section 3, an RST for inducing the role of R&D innovation and sale growth ratio is presented. Based on this approach, we define R&D innovation variables, apply their regulation to overall high-technology firm success, and make the link between R&D innovation and percentage sale growth. Next, we design and develop a flow network dependent on the RST decision rule created in Section 4. Finally, conclusions and remarks are proposed in Section 5.

2. Review of prior studies on R&D efforts

To begin our exploration for creating relationships between R&D efforts measures, we first need to explain the literature on the characteristics of R&D innovation and performance to construct some reference points and rules. Naturally, R&D efforts can accelerate the accumulation of knowledge and technological strength. It can also help determine a firm's performance. In the current literature, there exist many studies proposing various methods for establishing and identifying the relationships between R&D innovations and firm performance. Earlier empirical studies have examined associating R&D expenditures strongly with sales growth (Morbey and Reithner, 1990), profit and productivity (Baumol and Wolff, 1983; Dosi, 1988; Morbey and Reithner, 1990). In light of this logic, Franko (1989) argued that R&D investments were positively related to long-term performance. Ettlie (1998) examined the effect of R&D intensity on manufacturing performance. He found that R&D intensity has significantly contributed to the increasing market share and improvements in manufacturing agility. Wakelin (2001) applied the Cobb–Douglas function to estimate United Kingdom (UK) manufacturing firms' R&D expenditures, finding these expenditures to have a significant positive impact on productivity growth. Brown and Gobeli (1992) applied the results of a case study to develop a system for measuring R&D productivity. They developed a conceptual model and determined the top 10 qualitative and quantitative indicators of R&D productivity measurements. In line with this is the conclusion by Werner and Souder (1997) that R&D performance evaluation is an integrated measurement system in which qualitative and quantitative metrics may be combined and used simultaneously. Dressler et al. (1999) suggested that the cost-saving ratio was an appropriate approach used to measure R&D performance. In addition to the papers mentioned previously, a few other empirical findings suggested that R&D has a positive impact on a firm's performance (Ito and Puck, 1993; Long and Ravenscraft, 1993; Lee and Shin, 1995). In summary, a majority of the literature has empirically demonstrated the significant impact of R&D innovation activities on the performance of firms; however, these studies did not examine whether the original data as appropriate for the exploration and connections between R&D innovation and performance in the empirical model. So far, evidence permitting inference from the existing information is quite limited.

Firms are concerned about R&D resources deployment and productivity because investing in R&D efforts has become an important innovation source for their production activities and strategic decisions. Several economic studies have attempted to
estimate the relationship between R&D and the growth of productivity at the firm level. Baumol and Wolff (1983) illustrated that the scale of R&D activity directly translated to the rate of growth of productivity in manufacturing, which, in turn, affected the relative cost of R&D and, hence, its demand. Guellec and Van Pottelsberge de la Potterie (2004) argue that R&D activities are important source of knowledge on multifactor productivity growth, a significant determinant of long-term productivity growth. In the same vein, Frascati Manual (OECD, 1993) defined R&D efforts as being comprised of creative work undertaken on a systematic basis to increase the stock of knowledge. The purpose of this stock of knowledge is to devise new applications (OECD, 1991). Smith et al. (2004) used empirical evidence to examine the link between investment in R&D and productivity using data for Danish manufacturing firms. The influence of factors such as ownership, innovative characteristics and sources of funding were used, but none of the factors were found to have an impact on firm productivity. On the contrary, Hall and Mairesse (1995) used the same approach to explore the relationship between R&D and productivity in French manufacturing firms. Their major finding was that firms had a longer history of R&D expenditures, which improves the quality of the R&D elasticity estimates. They also found that the relationship between R&D capital and productivity for French manufacturing firms was positive. Thornhill (2006) found evidence that the high-technology manufacturing sector contains a higher percentage of firms introducing national or world-first new products than the low-technology sector does. This indicates that the high-technology industry, with greater aggregate levels of R&D intensity, is home to higher rates of firm-level innovation activity. In his empirical study, Thornhill confirmed that innovation was positively associated with firm performance. A similar study was undertaken by Wang and Tsai (2003), who estimated the impact of R&D on productivity in the high-technology and conventional firms using total factor productivity at the firm level. Their empirical study found that the R&D investment had a particularly significant impact on firm productivity growth; the R&D output elasticity in high-technology firms was significantly greater than that of conventional firms. These studies suggest that firms’ increased reliance on R&D efforts could affect the growth of the productivity of firms, and consequently, following innovation activities.

All of the previously mentioned studies recognize R&D efforts as having a direct or indirect impact on the performance, or productivity, of a firm. These models make strong assumptions to permit for a causal link between observed independent explanatory and dependent (explained) variables. However, this need not be true regarding these assumptions. One possible reason could be that these studies were based on a predetermined assumption of a direct relationship between R&D and performance within the measurement model, rather than on a logical reasoning approach based on original data. In fact, these measurement models were dependent on casual observation, implicit goals, intuitive norms, and pre-artificial subjective judgments to make their predictions. The RST inductive approach proposed in this study is an attempt to overcome some of the shortcomings of previous models and to induce, extract, and measure, the rules and regulations related to R&D innovation and performance.

The RST approach is an appropriate technique that can be used to solve these disadvantages. The RST approach is recognized by its dependence on the original data, structured reasoning by latent rules, controlled comparisons and similarity-based reasoning. According to Pawlak et al. (1995), the RST is a useful method for use in the data reduction (elimination of superfluous data), discovery of data dependencies, estimation of data significance, generation of decision (control) algorithms from the data, approximate classification of data, discovery of similarities or differences in data, discovery of patterns in data, and discovery of cause-effect relationships. Therefore, the RST provides a useful and efficient way to extract, induct, classify, and discover hidden information, based on large-scale empirical data without requiring a probability distribution. Compared to other approaches for handling inconsistent information, the use of the RST carries many advantages (Pawlak, 1996, 1997). It does not require any preliminary or additional information about the initial data. In addition, it is more appropriate than standard statistical methods when the empirical or experimental data is too small (Pawlak, 1991). The RST was selected for our study because it permits us to identify important decision rules and cause–effect relationships of R&D innovation efforts. In high-technology firms’ R&D innovation efforts, it was necessary to know which aspects of R&D statements were needed to decide the future of their R&D innovation. More specifically, the RST led to the creation of rules linking the dependent to the independent variables. This could be valuable for the analysis of R&D innovation activities and decisions.

RST draws conclusions from the initial data without referring to prior and posterior given functions when the data becomes available. The R&D innovation decision rule inference, based on the RST, is used to verify prior information and extract knowledge when the initial data becomes available, whereas the RST is based on the decision rule inference in the initial data.

3. Rough set theory and flow network graph algorithm

The original rough set theory (RST) was proposed by Pawlak (1982), who drew upon set theory in its creation. RST is an effective mathematical approach for discovering hidden deterministic rules and associative patterns in all types of data and for handling unknown data distributions and information uncertainty. RST is especially useful for analyzing imprecision, uncertainty, or vagueness in the classification of objects in a set. RST can be used to deal with quantitative and qualitative attributes simultaneously without requiring any a priori information about the probability distribution of the data. Therefore, many different studies have adopted the RST approach to extract rule and patterns from original data and unclassified information. RST has been widely applied in various domains, such as knowledge acquisition, knowledge discovery from initial databases, expert systems, decision analysis and rule induction, and inductive reasoning from original data. To understand the initiatives at building decision rules for R&D innovation in the high-technology industry, we may start by using RST approach to extract and to discover the R&D innovation knowledge what we need.

3.1. Basic concepts of rough set

According to Pawlak (1982), the basic operation of RST may be described as an information table or decision table, which can be represented by a set of objects dependent on multi-valued attributes represented. An information system can be represented by the quintuple \( S=\{U,Q,V,f\} \), where \( U \) is a finite and non-empty set of objects called the universe composed of a certain set of objects, and \( Q \) is a non-empty finite set of attributes describing objects in the universe. It can be divided into two subsets \( C \) and \( D \), which denote the finite set of condition attributes and the set of decision attributes, respectively. \( V = \cup_{a \in Q} V_a \), in which \( V_a \) is the set of attributes for values \( Q \), and \( f: U \times Q \rightarrow V \) is an information function such that \( f(x,a) \in V_a \) for every \( a \in Q \) and \( x \in U \) (Pawlak, 1991; Fan et al., 2007). For any application of RST, objects can be interpreted as cases, states, processes, patients and observations. Attributes can be interpreted as features, variables and characteristic conditions (Tay and Shen, 2002; Shyng et al., 2007).
3.2. Indiscernibility

A central premise of rough set philosophy is that the knowledge consists in the ability to classify. The most important approach in knowledge classification is indiscernibility, which can be considered a formal mathematical tool for extracting and discovering facts from imperfect data. The indiscernibility relation generated in the universe of discourse is the mathematical basis for the rough set theory. Discretization can convert continuous attributes into discretized ones and can synchronously remove redundant and irrelevant attributes. Any set of all indiscernible objects is called an elementary set and forms a basic granule of knowledge about the universe. In the information table $IS=(U,Q,V,f)$, assume that $Q=CU$ and $C\cap D=\emptyset$, where C is a set of condition attributes, and D is a set of decision attributes. Let $P\subseteq Q$, which generates an indiscernibility relation $IND(P)$ on $U$, called the $P$-indiscernibility relation. Obviously, $IND(P)$ is an equivalence relation for any $P$. The indiscernibility relation $IND(P)$ is defined as follows:

$$IND(P)=\{(x,y)\in U^2| f(x,a)=f(y,a), \forall a\in P\}$$

(1)

$$U/IND(P)=\{C_1, C_2, \ldots, C_n\}$$ is a partition of $U$ by $P$, and every $C_i$ is an equivalence class. For $\forall x\in U$, the equivalence class of $x$ in relation $U/IND(P)$ can be defined as follows:

$$[x]_{IND(P)}=\{(y\in U| f(x,a)=f(y,a), \forall a\in P\}$$

(2)

3.3. Approximations of sets

A rough set-based rule induction technique can be expressed by a pair of crisp sets called the lower and the upper approximation. The lower approximation contains all objects that can be certainly classified belonging to class $X$ by the set of attributes $P$, such that

$$P(X)=\cup\{Y\in U/IND(P)| Y\cap X\neq\emptyset\}$$

(3)

The lower approximation of $P(X)$ contains all the objects in $U$ that can be possibly classified as belonging to class $X$ by the set of attributes $P$, such that

$$P(X)=\{Y\in U/IND(P)| Y\cap X =\emptyset\}$$

(4)

The $P$–boundary region of set $X$, denoted by $BN_p(Y)$, is defined as

$$BN_p(X)=\overline{P}(X)-\underline{P}(X)$$

(5)

The set $BN_p(X)$ is the set of elements that cannot be certainly classified to $X$ using the set of attributes $P$.

With every set $Y\subseteq U$ we can estimate the accuracy of approximation of the set $Y$ by $P$ using

$$\kappa_p(X)=\frac{P(X)}{\text{card}(P)}$$

(6)

where the cardinality of a set “card” is the number of objects contained in the lower (upper) approximation of the set $X$. Clearly, $0\leq \kappa_p(X)\leq 1$ for every non-empty $P\subseteq Q$ and $X\subseteq U$. If $X$ is definable in $U$, then $\kappa_p(X)=1$, and if $X$ is undefinable in $U$ then $\kappa_p(X)<1$. Moreover, the quality of approximation of classification $X$ by $P$ (or quality of classification in short) is defined as follows:

$$\kappa_p(X)=\frac{1}{\text{card}(U)}$$

(7)

The coefficient of $\kappa_p(X)$ is called the quality of approximation of classification $X$ by the set of attributes $P$ or, in short, the quality of classification. It indicates the ratio of all $P$–correctly classified objects to all objects in the system.

3.4. Attributes reductions and core

In the information table, some attributes may be redundant due to their being irrelevant or unnecessary and thus can be eliminated without losing essential classificatory information. To do so, the main computational efforts in the processing of data in RST are associated with attribute reduction and core. An attribute reduction is the minimal subset of attributes that provides the same quality of classification as the set of all attributes. The means of the core is the common part (intersection) of all reductions. Given $A$ and $B\subseteq Q$, a reduct is a minimal set of attributes such that $IND(A)=IND(B)$. Therefore, a reduct is a minimal non-redundant set of attributes that provides the same quality of classification as the set of all attributes. Let $RED(A)$ be the set of all reducts for $A$. The intersection of all reducts $CORE(A)=\cap RED(A)$ is referred to as a core of $A$. The core is a collection of the most important attributes in the decision table.

3.5. Decision rules extraction

A set of condition attributes $C$ and decision attributes $D$ can be derived according to the decision table. The decision table $S$ is a deterministic or exact decision rule if $C\rightarrow D$. Otherwise, the rule is non-deterministic or approximate. The deterministic decision table uniquely expresses the decisions to be defined when particular conditions are satisfied. On the other hand, elements of the non-deterministic decision table are not uniquely determined by the conditions. Therefore, a set of decision rules can be derived from a decision table for decision analysis. The procedure of capturing decision rules from a set of initial data is known as induction (Pawlak, 1991). An induced decision rule can be expressed as a logical manner.

**IF** a conjunction of elementary conditions; **THEN** a disjunction of elementary decisions

Simply, a typical form of decision rule can be expressed as **IF** _condition(s)_ **THEN** _decision(s)_. The rules are logical statements “if... then...” relating the condition and decision classes. The decision rule reflects a relationship between a set of conditions and a conclusion or a decision. Mark and Munakata (2002) argue that the extract rules using rough sets is relatively simple and straightforward and that no extra computational procedures are required before rules can be extracted. Therefore, in this study, construction of the decision rules is performed based on upper and lower approximations extracted from the decision table.

3.6. The causal-and-effect of decision rules based on flow network graph

Under the assumption of decision rules of the R&D innovation characteristics, we find a causal-and-effect path-dependent figure that depends on the rule and initial characteristics of R&D innovation potential. The flow graph, proposed by Ford and Fullkerson (1962), is a powerful tool for explaining a path-dependent relationship based on the rough sets of decision rules. Branches of the flow network graph are interpreted as decision
rules, whereas the flow graph is supposed to describe a decision algorithm. According to the flow graph and Bayes' theorem (Pawlak, 2002), the model was used to capture and describe the nature of decision processes within flow network graphs rather description of flow optimization. The relationship between flow network graphs and decision algorithms is presented as follows (Pawlak, 2004, 2005; Ou Yang et al., 2008).

A flow graph is a directed acyclic finite graph \( G=(V, \beta, h) \) where \( V \) is a set of nodes, \( \beta \subseteq V^2 \) is a set of directed branches, \( h: \beta \rightarrow R^+ \) is a flow function and \( R^+ \) is the set of non-negative real numbers. A branch \((x, y) \in \beta\), then \( x \) is an input of \( y \) and \( y \) is an output of \( x \). The throughput of a branch \((x, y) \in \beta\) and can be defined as \( r(x, y) \). For \((x, y) \in \beta\) then \( t(x, y) \) is a throughput from \( x \) to \( y \). The input of a node \( x \in V \) is the set \( I(x) = \{ y \in V | (x, y) \in \beta \} \) and the output of a node \( x \in V \) is defined as \( O(x) = \{ y \in V | (y, x) \in \beta \} \).

Based on these concepts, the input and output of a graph \( G \) are defined as \( I(G) = \{ x \in V | I(x) \neq \emptyset \} \) and \( O(G) = \{ x \in V | O(x) \neq \emptyset \} \). For every node \( x \) in flow graph, inflow is defined as \( h_+(x) = \sum_{y \in I(x)} h(x, y) \) and outflow is defined as \( h_-(x) = \sum_{y \in O(x)} h(y, x) \). Similarly, the inflow and outflow of the whole flow graph can be defined as \( h_+(G) = \sum_{x \in V} h_+(x) \) and \( h_-(G) = \sum_{x \in V} h_-(x) \), respectively. We assume that for any node \( x \) in a flow graph \( G \), \( h_+(x) = h_-(x) = h(x) \). In a similar way, a throughput of the whole flow graph \( G \) is expressed as \( h_+(G) = h_-(G) = h(G) \).

To measure the power of branch \((x, y)\) in a flow graph \( G=(V, \beta, h) \), we define the strength \( P(x, y) = h(x, y)/P(G) \). Obviously, \( 0 \leq P(x, y) \leq 1 \). The strength of the branch simply expresses the amount of overall flow through the branch. Every branch \((x, y)\) of a flow graph \( G \) is associated with certainty and coverage coefficients. The certainty and coverage of every branch are defined as \( c(x, y) = P(x, y)/P(x) \) and \( c(x, y) = P(x, y)/P(y) \), respectively, where \( P(x, y) = h(x, y)/h(G) \), \( P(x) = h(x)/h(G) \) and \( P(y) = h(y)/h(G) \) are normalized throughput, \( 0 \leq P(x, y) = 0 \), \( P(y) \leq 0 \), and \( 0 \leq P(x, y) \leq 1 \). The meaning of certainty coefficient expresses outflow distribution between outputs of a node, whereas the coverage coefficient expresses how inflow is distributed between the inputs of the node. The above coefficients simply explain some properties of flow distribution among branches in the whole flow network graph. The basis of the flow graph theory can be traced back to Ford and Fulkerson (1962). More advanced topics of decision and flow networks are discussed in Pawlak (2002, 2004, 2005) and Ou Yang et al. (2008).

Innovation in Science and Technology Approaches (Medcof, 1999). High-technology industries are also defined as those industries investing proportionally more heavily in scientific and technological activities than other industries (Butchart, 1987). The more commonly accepted approach is to define high-technology firms on the degree of expenditure on R&D as a percentage of sales greater than 5% (Balkin et al., 2000). According to Reeb (1990), a high-technology industry includes activities in which rapid technological change and high inputs of scientific R&D expenditure and employment are producing new innovative and technologically advanced products. Diaz and Gomez-Mejia (1997) and Keeble and Wilkinson (2000) argued that the primary characteristics of high-technology firms are high levels of R&D intensity and high levels of radical innovation activities. Therefore, a major characteristic of high-technology firms is their proportion of their resource investment in R&D innovation activities. We adopted a broad spectrum of sectors to define high-technology industries, such as telecommunications, computer hardware and software, semiconductors, electronics, biotechnology, medical and pharmaceuticals.

Several authors have observed that the development of the high-tech industry in industrializing countries as frequently taking low capital, land, or labor-intensive manufacturing technology represents a major source of competitive advantage (Porter, 1990; Chang and Hsu (1998). Many of Taiwanese high-tech firms achieve low-cost production through mass production of standardized products. Such production model provide local firms moved quickly to accumulate experience and manufacturing capabilities, thus Taiwanese high-tech firms cultivated more advanced production techniques and knowledge to upgrade their R&D and innovativeness capabilities. These developments make it imperative for R&D managers working for Taiwanese high-tech firms to upgrade their R&D innovation capabilities and increase level of local competitiveness. Competition drives the innovation process and the upgrading of capabilities (Porter, 1980, 1990); that is, more innovative and with better access to the resources necessary for their productive activities is need. Consistent with the Porters' perspective (Porter, 1990), firm competitive advantages are created by the sustainable low-cost or differentiated position against competitors.

In the past two decades, Taiwan high-technology industries have often achieved a dominant market position based on their superior R&D and innovation capabilities. The Taiwanese high-technology industry is well known for its research, design, development, innovation, and manufacturing capabilities. The primary reasons can successfully ascribe contents to high-technology industries, including foreign computer manufacturer investment the government recognizing the development of high-technology industries for maintaining economic growth (Chen and Huang, 2004), and government participation and intervention in the development high-technology science parks. Reflecting this process, the Taiwan high-technology industries have continually invested in R&D innovation activities to upgrade their levels of technology development. As a result, many firms have abandoned their original equipment manufacturing (OEM) model and became involved in design or brand manufacturing (ODM or OBM, respectively). The successful transition from OEM to ODM or OBM models within the Taiwan high-technology industry is because of high R&D intensity and well-defined innovation activities permitting firms to upgrade their related production technology and knowledge to sustain their competitiveness. This is also why many high-technology firms engage in developing and producing advanced technology and improving efficient manufacturing operations to carry out and speed up their innovation process. As a consequence, high-technology firms undertaking R&D efforts are able to accelerate the speed of the innovation of products, services, and technical competence to enhance their performance and competitiveness. In this section, we adopted the
RST approach which includes: (1) selecting variables and data; (2) calculating the approximation; (3) finding the reductions and core attributes; and (4) incorporating decision rules into a flow network graph as the final decision algorithm. The results are used to predict R&D innovation efforts and strategic implementation in the high-technology industry.

4.1. Selection variables and data

To increase the accuracy of decision variables, we invited three scholars from a university technology management department and three managers from high-technology industry with an average of over 6 years’ of experience in R&D management and technological innovation management. The participants were asked to identify whether the selected variables can be viewed as R&D innovation criteria. Based on the literature review and on our experts’ opinions, nine criteria for R&D innovation relationships were identified for extracting R&D innovation rules of firms. We have employed qualitative and quantitative variables. This is one of the main advantages of the RST approach’s using two kinds of variables. To induce the rules and regulations of R&D innovation and performance, there are eight conditional attribute variables and one decisional attribution variable employed in the logical reasoning analysis of the RSTs. The decision variable in the firm performance criterion is sales growth ratio, computed as the average percentage change in revenue over the period of 2002–2006. The sales growth ratio was selected as the decision criterion, because it should directly reflect the impact of introducing new products (Thornhill, 2006) and can be viewed as a performance measurement index of the firms (Del Monte and Papagni, 2003; Lee and Shin, 1995). Sales growth was used to measure R&D output, because of the characteristics of a short product life cycle and intense competition in the high-technology industry. More specifically, the successful transition from OEM to ODM or OBM models within the Taiwan high-technology industry is because of high R&D intensity and well-defined innovation activities permitting firms to upgrade their related production technology and knowledge to sustain their competitiveness. These characteristics may accelerate high-technology firms’ R&D activities and shorten product manufacturing time, and hence, reflect quickly on the sales growth in world markets. In this study, the dependent variable is the sales growth ratio, identified as in Grupp and Maital (2000) and Koschatzky et al. (2001). The independent variables cover the relationship theory based on the determinants of R&D innovation activities. We will provide a detailed definition of variables and sources in the following:

- **Total assets**: total assets are the typical inputs in R&D activities.
- **R&D expenditures ratio**: The R&D expenditure ratio is measured by the ratio of R&D expenditures to total sales. R&D expenditure serves as the indicator of input or firm innovativeness.
- **Proportion of R&D researchers**: R&D researchers are an important part of motivating and engaging in R&D innovation activities. That is, R&D researchers are directly and deliberately engaged in productivity-enhancing and value-enhancing activities.
- **Number of patents**: The number of patents can be viewed as an indicator of R&D success (Graves and Langowitz, 1996; Kim and Oh, 2002; Wan et al., 2005). The number of patents also measures the volume of firm research activities and the impact of a firm’s research on subsequent innovations.
- **The proportion of exports**: Exports indicate the higher rate of exports for firms with high R&D innovation input. This finding is consistent with the findings of Sterlacchini (1999) and Roper and Love (2002), that R&D intensity increases either the possibility of innovative products’ being an exporter or the share of exports represented by sales.
- **Sales growth ratio**: Sales revenue represents the profitability associated with R&D and innovation activities’ resulting in new products and services. An important indicator of the realization of product innovations is the share of new products in sales revenue (Koschatzky et al., 2001). Grupp and Maital (2000) examined the R&D innovation activities of the largest Israeli firms and found an association between perceived innovativeness and significant increases in sales revenues and intended future profitability. Thornhill (2006) also noted that firms that undertake innovation activities are likely to enjoy revenue growth.
- **Located in a science park**: High-technology firms located in science parks may impact their R&D innovation capabilities. The well-developed science park can provide many benefits to high-technology firms, such as shared local markets and resources, knowledge spillover effects, and low coordination costs.
- **Overseas branch**: Building an overseas branch is one way to acquire R&D and innovation information, advanced techniques, and knowledge from an advanced country.
- **Return on investment (ROI)**: ROI is the easiest financial criteria to calculate for R&D outcomes, which are relatively stable and predictable. It is also the single most important indicator of R&D innovation performance (Hartmann et al., 2006; Walwyn, 2007).

This study is based on panel data gathered from multiple databases related to the high-technology industry in Taiwan. The study sample was comprised of all of the over-the-counter (OTC) high-technology industry firms listed in the Taiwan Stock Exchange Corporation (TSEC) database for which continuous financial data was available for the period from 2002 to 2006. Follow-up information was obtained from multiple databases to increase accuracy and reduce the error rate. A final sample of 181 high-technology firms was thus obtained. The sample included firms involved in electronics, computers, integrated circuits, semiconductors, and telecommunications.

4.2. The rules-based prediction of R&D innovation characteristics

Using the R&D innovation variables of the high-technology firms, nine attributes were available. These data were pre-processed to construct the information table, which represents knowledge in a RSTs model. The information table contains eight conditional attributes and one decision attribute presented in Table 1.

In the RST, the most important approach in the ability of classification is indiscernibility, a formal mathematical tool for extracting and discovering facts from imperfect data. Discretization can convert continuous attributes into discretized ones and synchronously remove redundant and irrelevant attributes. There is no general way to define the optimal boundary values. The use of experts’ opinions, according to their experience and knowledge, is the best way to identify a set of decision problems (Dimitras et al., 1999). Therefore, we asked experts to discretize the continuous R&D innovation indicators, providing norms according to their professional knowledge and experiences. The intervals were determined by experts based upon the average and standard deviation from the initial data. The interval peer assessment was conducted in three rounds during the RST mining processes. These experts had similar perspectives in evaluating these intervals, indicating that experts’ options showed adequate reliability of
the approximations of the decision classes and the quality of their obtained from RSTs analysis of the coded information table were important role in the classification process. The first results were important for knowing whether all rules played an large number of R&D innovation rules can be generated. These of 181 high-technology firms according to nine attributes. coded information table prepared for the future analysis consisted indiscernability relationship, one may consider any order. The any preferential ordering. Since the RST is based on the The codes used to refer to each sub-interval do not represent (Dimitras et al., 1999). When firms exhibit the values of these data in terms of dependencies, reducts and decision rules assessing indiscernibility design. The primary purpose of discretization is the prohibition of drawing general conclusions from data in terms of dependencies, reducts and decision rules (Dimitras et al., 1999). When firms exhibit the values of these attributes in the same intervals, this implies that they have very similar R&D innovation characteristics and behaviors. The intervals proposed for the discretization are presented in Table 2. The codes used to refer to each sub-interval do not represent any preferential ordering. Since the RST is based on the indiscernibility relationship, one may consider any order. The coded information table prepared for the future analysis consisted of 181 high-technology firms according to nine attributes. Based on the decision rules extraction procedures of the RST, a large number of R&D innovation rules can be generated. These were important for knowing whether all rules played an important role in the classification process. The first results obtained from RSTs analysis of the coded information table were the approximations of the decision classes and the quality of their classifications. These results revealed that the data were very well categorized and appropriate for predicting R&D innovation efforts. As we can see in Table 3, the accuracy of the classification in terms of positive relationships with sales growth ratio was 100% and in the negative relationship was also 100%. In this manner, the results indicate that eight conditional attributes play important roles in determining the sales growth ratio and are appropriate for predicting R&D innovation characteristics, whether a firm has a positive or negative sales growth ratio. In Table 3, we can identify the quality of the classification as 100%, meaning that all samples were correctly classified.

To increase the classification rate and acquire the reduc attribute sets during the RSTs analysis processes, the reduction of conditional attributes through an exhaustive algorithm is employed to determine the superfluous attributes. We have obtained the result of the value of the positive region of reduct as 1.0, thus there are no superfluous attributes in our analysis. Therefore, the core and reduced set consists of eight attributes\{\(a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8\}\, representing all relevant attributes in the table. This result shows the importance of these eight variables for forecasting R&D innovation behaviors in the high-technology firms.

Through RSTs analysis, 204 rules were obtained from the coded informational table (cf. Section 3.4). The table illustrates 125 rules in positive relationships and 79 rules in negative relationships with the sales growth ratios of high-technology firms, respectively. To interpret the rules, we set up the threshold value of the percentage of training data as 10% for each decision class after consulting with experts; thus, we only considered 16 rules (10 for class positive relationships with sales growth ratios and the other ones for class negative). These rules have been selected with attention to categorization in terms of correctly classified high-technology firms, as well as in terms of R&D innovation characteristics and its behavioral understanding. This means over 10% of the samples with three or more of the same conditional attributes could be classified with the same decision attributes.

Focusing on the role of the R&D innovation in determining performances, we further observed the effects of R&D innovation decision rules on the sales growth ratio, as illustrated in Table 4. The frequent occurrences of the variables in the decision rules table include total assets (11 times), proportion of exports (10 times), proportion of R&D researchers (8 times), located in a science park (7 times), R&D expenditures ratio (6 times), ROI (5 times), overseas branch (4 times), and number of patents (3 times). Therefore, we can see that, in Table 4, some of the variables had a higher degree of dependence associated with R&D innovation activities, which may impact the success or failure of R&D innovation efforts. These results illustrate the different degrees of importance of variables for forecasting R&D success, which could help manage firms develop R&D strategies.

As illustrated by our results, the decision rules generate two directions of sales growth ratio of high-technology firms. One is that the R&D innovation has highly significant positive effects on the sales growth ratio. The most important of the decision rules of the R&D innovation characteristics of the high-technology firms are the following: a firm (1) is not located in a science park, (2) owns an overseas branch, (3) the ROI ratio is greater than 2.96%, (4) has patents that number over 11.5, and (5) has an R&D expenditures ratio less than 3.63%. Another result is that the R&D innovation characteristics have negative effects on the sales growth ratio. More specifically: (1) a high-technology firm is not located in the science park, but owns an overseas branch, (2) the proportion of exports is greater than 87%, and (3) the amount of a firm’s total assets is between NT$ 120,787 (in thousands) and NT$ 238,593 (in thousands).

### Table 1
R&D innovation attributes description.

<table>
<thead>
<tr>
<th>Attributes/variables in the information table</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_1) Located in a science park</td>
<td>A corporation is located in the science park. A science park is a specific land for related industries and organizations to locate together.</td>
</tr>
<tr>
<td>(a_2) Overseas branch</td>
<td>A corporation builds its subsidiary abroad in order to acquire host resources and absorb other firms’ knowledge, technique, and experiences.</td>
</tr>
<tr>
<td>(a_3) Return of investment (ROI)</td>
<td>Return of investment ratio is the ratio of a corporation’s gains or losses on an investment relative to the amount of money invested.</td>
</tr>
<tr>
<td>(a_4) Number of patents</td>
<td>The number of approved patent applications of each firm is used to measure innovation capability.</td>
</tr>
<tr>
<td>(a_5) Proportion of export</td>
<td>The proportion of export of a firm is total export volume divided by total market sales.</td>
</tr>
<tr>
<td>(a_6) Proportion of R&amp;D researchers</td>
<td>Proportion of R&amp;D researchers to total employees is the employee with research and development ability to the total amount of a corporation’s employees.</td>
</tr>
<tr>
<td>(a_7) R&amp;D expenditures ratio</td>
<td>The R&amp;D expenditure ratio is measured by the ratio of R&amp;D expenditures to total sales.</td>
</tr>
<tr>
<td>(a_8) Total assets</td>
<td>The amount of cash and property of a corporation.</td>
</tr>
<tr>
<td>(d_1) Sales growth ratio (average past three years sales growth)</td>
<td>The sales growth ratio is an important performance indicator.</td>
</tr>
</tbody>
</table>

### Table 2
Sub-intervals and their codes for conditional attributes.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Intervals/number of intervals</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_1)</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_2)</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_3)</td>
<td>((-\infty, 2.96))</td>
<td>([2.96, 15.96)]</td>
<td>([15.96, +\infty)]</td>
<td></td>
</tr>
<tr>
<td>(a_4)</td>
<td>((0, 0.115))</td>
<td>([0.115, +\infty)]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_5)</td>
<td>((0, 1.07))</td>
<td>([1.07, +\infty)]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_6)</td>
<td>((0.363, +\infty))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_7)</td>
<td>((0, 120,787))</td>
<td>([120,787, 238,593)]</td>
<td>([238,593, +\infty)]</td>
<td></td>
</tr>
</tbody>
</table>

Note: The symbols ‘-‘ and ‘+’ indicate the left and right closed boundaries, and ‘-‘ and ‘+’ denote the left and right open boundaries, respectively.
4.3. The causal-and-effect flow network graph

To denote the causal and effect relationship of entities, they must be perceived as real observed variables. Figs. 1 and 2 represent the relationships among the R&D innovation variables. The decision flow network graph in this study was used to represent the relationship between R&D innovation and performance and to provide information for further model refinement. A causal loop diagram provides a bridge that consists of variables connected by arrows expressing the causal-and-effect relationships among the R&D innovation variables. In a similar vein, Brown and Gobeli (1992) proposed that the productivity measurement of R&D provides a clear cause and effect relationship for understanding and measuring the relative R&D innovation activities. Therefore, the rational R&D innovation strategy is to select a better set, since the anomaly affects each

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Accuracy of classification and quality of classification.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales growth ratio</td>
<td>Numbers of high-tech firms</td>
</tr>
<tr>
<td>Positive</td>
<td>158</td>
</tr>
<tr>
<td>Negative</td>
<td>23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>R&amp;D innovation with sales growth ratio decision rules.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules</td>
<td>Number of matching firms</td>
</tr>
<tr>
<td>Positive sales growth ratio</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>2</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>3</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>4</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>5</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>6</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>7</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>8</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>9</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>10</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>Negative sales growth ratio</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>2</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>3</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>4</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>5</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
<tr>
<td>6</td>
<td>IF (a_1=2) &amp; (a_2=1) &amp; (a_3=1) &amp; (a_4=1) THEN (Positive sales growth ratio)</td>
</tr>
</tbody>
</table>

\( a_1=2 \) means that a high-tech firm does not establish itself in a science park; \( a_2=1 \) means that the high-tech firm does not build an overseas branch; \( a_3=3 \) means that the return on a high-tech firm’s investment is above 15.96; \( a_4=2 \) means that the number of patents of high-tech firm is above 11.5; \( a_5=2 \) means that the proportion of exports of a high-tech firm ranges from 0.58 to 0.87; \( a_6=1 \) means that the proportion of R&D researchers in a high-tech firm is below 0.17; \( a_6=2 \) means that the proportion of R&D researchers in a high-tech firm is above 0.17; \( a_7=1 \) means that the R&D expenditure ratio of high-tech firm is below 3.63; \( a_8=3 \) means that the total assets of a high-tech firm is above NT$238,593; \( d=1 \) means that the sale growth ratio of a high-tech firm is positive.

Fig. 1. Decision flow graph and rule-set of positive sale growth ratio.
element within the complex R&D innovation processes. The important meanings and their substantial contributions to R&D innovation are also identified in the diagram.

Employing the definitions of flow network graphs and the RST introduced in the previous section, we can represent our decision rules by means of flow graphs (Figs. 1 and 2). Figs. 1 and 2 provide presentations of the relationships and paths of the decision flow graph. Flow graphs can be viewed as decision algorithms and each branch can be used to describe a decision rule. According to the decision rules results of RSTs, 125 decision rules that supported a positive sales growth ratio were generated, which indicates the high-technology firms employing these rules in R&D innovation efforts can increase their sales volume. In total, 79 decision rules supporting a negative sales growth ratio were produced, which indicates that the high-technology firms employing these rules in R&D innovation efforts may encounter failures and a lack of sales growth. We can view the entire flow network graph as a decision algorithm, where each branch describes a decision rule. However, in practice, it is too complex to illustrate the relationship among the characteristics of R&D and sales growth if all rules from Tables 5 and 6 are considered. To reduce the complexity of the flow network graph, we selected the top 5 rules of positive (sum of support equal to 139) and top 2 rules of negative (sum of support equal to 9) sales growth to provide clearer decision-making information.

The coefficient of certainty, strength, and coverage associated with each branch in the flow network graph are illustrated in Table 5. We can see that under the different decision rules, the rule set generates relative strength and coverage. According to the strength and coverage of the decision rules, we can compute and translate all branches into the flow network graph represented in Fig. 1. In Table 5, the coefficient of strength simply represents the ratio of total flow through the branch, while the coverage is used to exhibit how inflow is distributed between inputs of a node. We have applied decision rules for further translation into the decision algorithms represented in the flow networks graphs illustrated in Fig. 1. Figs. 1 and 2 are the results of the original database of high-technology firms using the RST mining technique to extract series R&D innovation decision rules. Extending the logic of RST and the flow network graph, these states could be viewed as a decision rule in Figs. 1 and 2. Thus, we used the RST decision rule sets in the algorithms for diagnosing and extracting R&D innovation decisions to increase the diagnostic performance and provide useful information for such algorithms. The flow

Table 5
Decision rules of positive sales growth ratio with minimum support value \( \geq 18 \).

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( a_8 )</th>
<th>( d_1 )</th>
<th>Support</th>
<th>Certainty</th>
<th>Strength</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>30</td>
<td>1</td>
<td>0.1657</td>
<td>0.1899</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>30</td>
<td>27</td>
<td>1</td>
<td>0.1492</td>
<td>0.1709</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>27</td>
<td>1</td>
<td>25</td>
<td>1</td>
<td>0.1381</td>
<td>0.1582</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>23</td>
<td>1</td>
<td>21</td>
<td>1</td>
<td>0.1271</td>
<td>0.1456</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>19</td>
<td>1</td>
<td>18</td>
<td>1</td>
<td>0.1050</td>
<td>0.1203</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>18</td>
<td>1</td>
<td>0.0094</td>
<td>0.1139</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6
Decision rules of negative sales growth ratio with minimum support value \( \geq 3 \).

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( a_8 )</th>
<th>( d_1 )</th>
<th>Support</th>
<th>Certainty</th>
<th>Strength</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0.0276</td>
<td>0.2174</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0.0221</td>
<td>0.1739</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0.0166</td>
<td>0.1304</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0.0166</td>
<td>0.1304</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0.0166</td>
<td>0.1304</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
network graph should therefore incorporate decision rules in algorithms used for the diagnosis of R&D innovation activities. Fig. 1 illustrates the network structure of patterns with the different decision rules. More specifically, this network graph is a decision algorithm connecting R&D innovation decisions with certain conditions. The flow network graph also permits us to identify the dependent factors of R&D innovation and to discover their relationships as a reference for R&D decision makers. We can see from the flow network graph that there is a relatively strong positive dependence of sale growth on R&D innovation decision rules.

Based on the same procedure, we can obtain the flow network graph of decision rules for negative sales growth, as illustrated in Fig. 2. Fig. 2 is based on the top 2 rules from Table 6, in which there is no $a_6=1$. Thus, the decision rules used in the RST were used to reveal that certain classes of decision algorithms can be represented as a flow network graph.

The flow network graph permits nonlinear relationships with which to analyze the influence of R&D innovation activity on the sales growth of high-technology firms. As mentioned previously, the analyses also provide the possible path and useful information of R&D effort on the degree of dependencies. The dependencies depicted in the flow network graph would be helpful to improve learning on how to accelerate the translation from R&D resource inputs to sales growth for the high-technology firms. Therefore, these flow networks and decision algorithms are valuable for identifying whether there are possible paths and practices that ensure that there exists an appropriate set of decision rules for R&D innovation activities.

5. Conclusions and remarks

We have presented a new approach to predicting R&D innovation efforts in the high-technology industry using RSTs theory and flow networks. The RST was used to analyze and extract hidden decision rules from the initial information. The result of RST is a set of decision rules that can be used to explore undiscovered rules and characteristics. The decision rules can thus be transferred into a flow network graph, used for modeling a flow of information as a set of decision rules and explaining the corresponding flow network in terms of flow distribution. The flow network graph is a bridge for connecting the pathway of decision rules and the degree of their inter-dependency. It is a useful tool and approach to use for exploring and discovering the path dependences of decision rules, which can permit R&D innovation managers to derive and test predictions about how R&D innovation efforts contribute to sales growth. Most importantly, the RST approach and flow network graph can be used to find patterns in the original data and dependencies between some data structures for subsequent strategic implementation.

Our empirical results illustrating R&D innovation as a predictor of sales growth has illustrated that RSTs are an effective tool for supporting R&D innovation decision-making. The RST approach has revealed that the R&D innovation effort has had a significant impact on sales growth. Our study has found some common patterns, which could permit those managing R&D innovation to allocate R&D resources, select available R&D innovation strategies, and predict potential trends. In light of the empirical implementation, we can see that the RSTs approach is quite robust and simple, particularly in the areas of forecasting and classification decisions, since this approach does not require the pre-specification of a functional form or any particular statistical distribution assumptions about the variables of the model.

Based upon the evolutionary theories of economic and technological change, R&D innovation is an evolutionary and social processes (Edquist, 2004), and the collective learning processes as well as external collaborations with other firms ( Cooke et al. 2000). In the same vein, Cooke et al. (1997) argued that the evolutionary approach is well suited to the analysis of innovation practices because of its emphasis upon process, learning and cooperative, as well as competitive, dimensions of inter-firm relations. Therefore, the clustering of firms in related industries is widely believed and accepted in both academic and policy circles to facilitate innovative activities and promote regional growth, particularly in high-tech industry (Lee, 2009). More specifically, the R&D innovation processes are institutionally embedded in the setting of systems of production. Furthermore, the firm-specific competencies and learning processes can lead to regional competitive advantages in which the firm are based on localized capabilities such as specialized resources, skills, institutions and share of common knowledge and marketing ability. We focused on the level of competitiveness in the local market. One of the surprising findings is the non-science park firm have significant positive effect on sales growth. This result implies that science park location does not lead to specific advantages in R&D innovation production activities. Additionally, science park high-tech firms did not sufficient deploys their R&D resource allocation, including R&D expenditures, proportion of R&D researchers, and proportion of export in the most appropriate R&D innovation activities. All these constraints impede the high-tech firm’s market advantages when the firm R&D- and market-based innovations capability cannot shorten the product life-cycle development may impact on its sales growth.

The advantages of the RST hybrid flow network graph in the R&D innovation are summarized in two points. The first is that the R&D managers and staff can discover hidden information in terms of R&D innovation and predict and act upon the new information based on large-scale initial R&D data. These decision rules can yield a set of dependence paths and rules and can thus lead to a shortening of the R&D processes, high probability of R&D success, and improvement in performance. The second point is that such a model is to be welcomed for its ability to capture the effect of R&D innovation efforts on sales growth and turn this information into a useful innovation device that can be used to check the repeatability of R&D processes and provide a template for R&D innovation benchmarking. This benchmark was offered as a basis and as a useful tool with which high-technology firms can examine and analyze their own R&D processes and practices across their own R&D resources and inputs, eventually gaining a competitive advantage.

The dataset in our study had two limitations. Firstly, we based our findings on a sub-section of the high-technology industry database. As a result, all analyses accounted for high-technology industry characteristics, which may be too narrow to apply to all industries. Although this research defined R&D innovation performance using several R&D-related measures, it is widely recognized that many firms pursue multiple goals and should not only be viewed as profit seekers. As a result of our limitations, we recommend that future research examine certain structural contexts, such as administrative efficiency, geographical propinquity, and domestic-based networks to yield new insights into the impact in the R&D innovation processes. Since a high-technology firm’s structural context may play important roles in R&D success, a firm’s propensity to repeatedly learn and adjust with certain direction may bring synergy in the firm’s overall R&D innovation success. Another limitation of our study is that by using only high-technology firm data, we were constrained by the limitations of considering R&D activity in a single industry level of analysis. For the purpose of accuracy and simplicity, we only studied the high-
technology industry in Taiwanese. Therefore, our findings cannot be generalized to other industries (such as pharmaceutical industry) or countries. As a result, we recommend that future research extend this approach to the different industries to develop a more fine-grained perspective to enhance our understanding of the R&D innovation performance processes. Considering various industries at a more comprehensive view and examining relatedness among them would help capture R&D innovation decision rules more precisely.

This study helped to shed light on rule-based decision-making in mining R&D innovation processes. The empirical findings suggested several implications for research on R&D innovation and causal-and-effect relationships. Overall, the study argued the importance of R&D innovation processes for performance, be it developed by characteristics and components of original data, by the rule-based decision-making technique or from high-technology industry sources. It also illustrated the strong relationship among the various paths and sources of R&D innovation, which underlined the necessity for high-technology firms of having a broad and coherent policy approach for R&D and innovation efforts.

In summary, four implications were drawn in this study. First, a better understanding of the relationship between R&D innovation investment and firms’ performance, such as sale growth at the firm level, may further contribute to the design of a more appropriate program, as well as to access sources of R&D innovation activities information. More specifically, high-technology firm enrichment in the R&D information may induce R&D uncertainty and increase innovation success. Second, high-technology firms should provide an appropriate means of R&D performed in the series of R&D innovation activities, in particular, the funding of R&D, R&D researchers, and specific-firm location advantages, which may continue to increase sales growth. Obviously, the R&D innovation investment needs to take into account interdependencies among measurement indicators to ensure that the proper assessment of the R&D innovation is accurate. Third, acquiring firm-specific R&D resources is important for sale growth and competitiveness. High-technology R&D firms should have high absorbing effects, enhancing the ability of the R&D sector to absorb advanced knowledge, techniques, and experiences coming from abroad and/or from the aggregation of science park performed research. Fourth, decisions regarding R&D innovation causal-and-effect relationships, managers can plan how to deploy their R&D innovation strategies to increase their understanding of the complexities of innovation and its management and eventually maximize the innovation returns from R&D innovation efforts.
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