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Abstract—For sequential circuit test pattern generation incorporating backward justification, we need to justify the values on flip-flops to activate and propagate fault effects. This takes much time when the values to be justified on flip-flops appear to be invalid states. Hence, it is desirable to know invalid states, either dynamically during the justification process or statically before proceeding to test generation. This paper proposes algorithms to identify, before test generation, invalid states for sequential circuits without reset states. The first algorithm explores all valid states from an unknown initial state to search the complete set of invalid states. The second algorithm finds the complete set of invalid states from searching the reachable states for each state. The third algorithm searches the invalid states which are required for test generation to help abort justification early by analyzing dependency among flip-flops to simulate each partial circuit. Experimental results on ISCAS benchmark circuits show that the algorithms can identify invalid states during test generation, however, they only provided the results of small circuits. To identify invalid states before test generation, Long et al. [12] used implicit state enumeration based on binary decision diagrams to find some invalid states. In addition, the symbolic simulation method [13] was also proposed to find some invalid states of sequential circuits. In this paper, three algorithms are proposed to identify invalid states before test generation. The obtained information on invalid states is applied to test generation to improve the efficiency of the test generator. The first two algorithms search the complete set of invalid states, and the third algorithm identifies only the invalid states which are required for test generation. The first one simulates the circuit to explore all of the valid states to find invalid states. The second algorithm makes use of the fact that valid states are the states that can be reached from all other states for an initializable sequential circuit. For the third algorithm, this is because, for test generation, only a partial set instead of the complete set of invalid states is required. Three algorithms have been applied to ISCAS benchmark circuits [14] to identify invalid states. The time spent was small, and the obtained information on invalid states was shown to improve test generation efficiently, especially for larger circuits and those circuits for which test generation was difficult.

II. IDENTIFICATION OF COMPLETE SET OF INVALID STATES

The sequential circuits treated are at the gate level without reset states, i.e., with unknown initial states. First, some terminologies are defined.

For a sequential circuit, a state $s_i$ is said to be able to reach another state $s_j$ if there exists an input sequence to make the
A sequential circuit is initializable [15] if it can be brought to a unique final state, starting with all memory elements in the unknown (X) state, through a three-value, i.e., \([0, 1, X]\), logic simulation of an input sequence. Hence, if a sequential circuit with \(n\) flip-flops is initializable, each of its \(2^n\) states can reach one specific state after it is applied with some input sequence. In an initializable sequential circuit, a valid state is a state that can be reached by any other states, including itself, while an invalid state is a state that cannot be reached by some states under whatever three-value input sequences. These definitions are more general than those of [16], which assumed reset states for the circuit. It is mentioned that the defined initializable here is under three-value logic simulation, and sometimes an uninitializable circuit, such as \(\text{S510}\) in [14], is functionally initializable [17]. All states of this type of circuit will be considered as invalid states in this work.

For an initializable sequential circuit, the valid and invalid states can be obtained from their state transition diagram if given. Fig. 1 shows an example of the state transition diagram of a sequential circuit. Assume the circuit is initializable, i.e., it has at least one valid state that can be reached from the unknown initial condition. In the diagram, states \(s_1, s_2,\) and \(s_3\) can be reached by all four states, and state \(s_4\) can only be reached by itself. Therefore, states \(s_1, s_2,\) and \(s_3\) are valid states, and \(s_4\) is an invalid state. In general, the states of a sequential circuit can be grouped into valid states and invalid states as shown in Fig. 2.

From the above definitions, two algorithms are proposed to find all invalid states of a sequential circuit without reset states. The first one simulates the circuit to explore all valid states to find and arrange invalid states. The second one identifies the invalid states by making use of the fact that every state can reach all of the valid states and every valid state cannot reach all of the invalid states. In addition to identifying invalid states, these two algorithms can also identify initializability of the circuit.

### A. Algorithm 1 for Complete Set of Invalid States

As mentioned above, the first algorithm directly simulates the circuit to explore all valid states and then to find invalid states. The simulation starts from an unknown initial state at an arbitrary time frame with all of the possible input combinations. If all of the next states are still unknown, as happened for \(s510\), the simulated circuit is referred to as uninitializable. Otherwise, if any new state appears at flip-flops, it is recorded and simulated later. The process continues until no new states appear. The states that never appear are invalid states. This method is similar to that of finding the initialization input sequence (or synchronization sequence) [17], [18] for a sequential circuit without reset states. The main difference is that the latter will stop when a specified state appears, but our method continues to simulate until no new state appears.

Fig. 3 shows the complete algorithm of Algorithm 1, and Fig. 4 shows the process of Algorithm 1 for finding the invalid states of the circuit in Fig. 1, where the states are supposed to have been encoded in a proper way for initializability [15]. This circuit has four states, and is implemented by using two flip-flops with one input. The simulation starts from an unknown initial state, i.e., all of the states as shown in the first node, with the single input assigned 0 or 1. For applying with 0, the next state of the circuit is still unknown, and therefore it is not necessary for it to be simulated anymore. For applying with 1, the next state of the circuit is still unknown, and therefore it is not necessary for it to be simulated anymore. The states that have ever appeared are \(s_1, s_2,\) and \(s_3\). Therefore, \(s_4\) is the invalid state of this circuit. In addition, this circuit is initializable because it has at least one input sequence to drive the circuit to a valid state. This algorithm, though, is simple yet very efficient when the number of invalid states of the circuit is much larger than the number of valid states since it only simulates valid states.

### B. Algorithm 2 for Complete Set of Invalid States

The second algorithm makes use of the following facts.

1) For an initializable sequential circuit having \(n\) flip-flops, its state transition diagram is not disjointed in which the
valid states are those states that all of the \(2^n\) states can reach.

2) After it is applied with some initialization input sequence, the circuit will go to one of the valid states from the unknown initial condition.

3) Every valid state can reach all of the valid states, but cannot reach the invalid states; and every invalid state can reach all of the valid states, but may or may not reach the other invalid states.

Let \(n\) be the number of flip-flops, and let \(TS\) be the set of total states of a sequential circuit. The size of the set \(TS\), i.e., \(|TS|\), is equal to \(2^n\). Also, let \(VS\) and \(IVS\) be the sets of valid and invalid states, respectively. Obviously, \(VS \cup IVS = TS\) and \(VS \cap IVS = \emptyset\). For a state \(s_i \in TS\), let \(RS_i\) be its reachable state set, i.e., the set of states that \(s_i\) can reach. We will have the following theorems.

**Lemma 1:** If a sequential circuit is initializable, under three-value logic simulation from the initial unknown condition, its state transition diagram is not disjointed, and its valid states can be reached from all of the states, including valid and invalid states.

**Proof:** From the previous definition, a sequential circuit is called initializable if the circuit can go to a unique state from the unknown initial condition after it is applied with some input sequence. This means that no matter what the initial state is, the circuit can go to a valid state after being applied with some input sequence. If the circuit has a disjointed state diagram, like that in Fig. 5(a), in which the states in \(G_1\) can never reach those in \(G_2\) and vice versa, we cannot find an input sequence that can promise to bring the circuit to a unique final state. Therefore, the circuit is not initializable. In addition, if the state diagram is connected, it may contain valid states that cannot be reached by some states, which also contradicts the definition of initializable circuit. Therefore, for an initializable circuit, all of the states, whether valid or invalid, are able to reach the valid states of the circuit. Fig. 5(b) is used to explain the second case. It shows a state diagram that is not disjointed, but the circuit is still initializable. Obviously, neither the states in \(G_1\) nor those in \(G_2\) can be valid states because they cannot be reached by some states. So if a circuit’s state diagram contains the graphs in Fig. 5 or can be reduced to such types, it can be directly referred to as uninitializable.

**Theorem 1:** For an initializable sequential circuit having \(n\) flip-flops, valid states are the states that can reach themselves and have the fewest reachable states, i.e.,

\[
VS = \{s_i | s_i \in TS, s_i\text{ can reach every } s_j \in VS, \text{ including itself}
\]

\[
|RS_i| = \min\{|RS_j|, j = 1 \cdots 2^n\}.
\]

**Proof:** Since the circuit is initializable, there exists at least one input sequence that can initialize the circuit to one definite state, which is a valid state. From this valid state, the circuit can go through all valid states if applied with some input sequence. All of the valid states thus form a connected graph, say \(G_v\), in which each node, i.e., each state, has at least one directed path to any node in the graph, including itself. Assume, for one state \(s_m\) not in \(G_v\), that there exists one directed path from one node in \(G_v\) to \(s_m\). This implies that the circuit can go to state \(s_m\) after being initialized and applied with some input sequence. Therefore, \(s_m\) is also a valid state, which contradicts the fact that \(G_v\) contains all of the valid states. This means that there are no directed paths from any node in \(G_v\) to those nodes outside \(G_v\). Since the circuit is initializable from any state and its state transition diagram is not disjointed, each state outside \(G_v\) must have at least one directed path to the nodes inside \(G_v\). The states outside \(G_v\) consequently are inclined to have more reachable states than those inside \(G_v\), except for one special case when the state has a directed branch to one node in \(G_v\) but has no self-loop to itself. From this, we conclude that, in an initializable sequential circuit, the valid states are those states that can reach themselves and have the least number of reachable states.

In Fig. 1, \(TS\) is equal to \(\{s_1, s_2, s_3, s_4\}\). The reachable state sets for states \(s_1, s_2, s_3\) are the same, i.e., \(\{s_1, s_2, s_3\}\); but that one of state \(s_4\) is \(RS_4 = \{s_1, s_2, s_3, s_4\}\). From the reachable state sets, each state of \(s_1, s_2, s_3\) can reach itself and the
Algorithm 2 for finding the complete set of invalid states:
Let $n$ be the number of flip-flops;

\[
\begin{align*}
R_S &= \emptyset \text{ for } i = 1 \cdots 2^n; \\
\text{For each state } s_i \in TS, i = 1 \cdots 2^n, \\
\{ &\quad \text{If } R_S = \emptyset, \text{ simulate}(s_i, R_S); \\
&\quad \text{For each } s_j \in R_S, \\
&\quad \{ &\quad \text{If } s_j \text{ is invalid, } s_i \text{ is invalid, break}; \\
&\quad &\quad \text{If } j < i \\
&\quad &\quad \{ &\quad \text{If } s_j \text{ cannot reach } s_i, s_i \text{ is invalid}; \\
&\quad &\quad \text{else } R_S = RS_j; \\
&\quad &\quad \text{break}; \\
&\quad \} &\quad \text{else if } j > i \\
&\quad \{ &\quad \text{If } RS_j = \emptyset, \text{ simulate}(s_j, RS_j); \\
&\quad &\quad \text{For each } s_k \in RS_j \text{ but } s_k \notin R_S, \\
&\quad &\quad R_S = R_S \cup \{s_k\}; \\
&\quad \} \}
\end{align*}
\]

The final $R_S, i = 1 \cdots 2^n$, is obtained;
For any $s_i \in TS$, if $s_i$ cannot reach itself, $s_i$ is invalid;

\[
\begin{align*}
\text{The } VS \text{ contains those states that cannot be judged yet; } \\
\text{In } VS, \text{ the state having the minimum number of reachable states, i.e., } |RS|_{\text{min}} \text{ is obtained } \\
\text{if } VS = \emptyset, \text{ the circuit is not initializable; } \\
\text{else if } |VS| \neq |RS|_{\text{min}}, \text{ the circuit is not initializable; } \\
\text{else if } |VS| = |TS|, \text{ all } 2^n \text{ states are valid states; } \\
\text{else } IVS = TS - VS;
\end{align*}
\]

Fig. 6. Algorithm 2 for finding complete set of invalid states.

other two states. Simultaneously, they have the least number of reachable states. Therefore, they are the valid states and state $s_i$ is the invalid state of the circuit.

The above theorems are used to judge initializability and identify valid and invalid states in an initializable sequential circuit. It is implemented according to the following. For each state $s_i$ in $TS, i = 1 \cdots 2^n$, the algorithm simulates the circuit from $s_i$ with all possible input combinations in one time frame to obtain the initial reachable state set $RS_i$. If any state $s_j$ in $RS_i$ is invalid, $s_i$ is invalid because invalid states can only be reached by invalid states. Otherwise, it simulates the reachable state set $RS_j$ in one time frame for $s_j$ and adds the states in $RS_j$ to $RS_i$. Finally, it obtains the reachable state sets for those states not yet judged to be valid or invalid. For these states, if one cannot reach itself, it is invalid. The $VS$ is constructed from the states that pass the previous rules. The reachable state set having the least number of states is also obtained. If $VS$ contains no states, the circuit is uninitializable. For the two cases in Fig. 5, $VS$ will include the states both in $G_1$ and $G_2$, i.e., $|VS| = |RS_1| + |RS_2|$, but $|RS|_{\text{min}} = \min\{|RS_1|, |RS_2|\}$. Therefore, it is easy to determine if the circuit is uninitializable or not by checking if $|VS| \neq |RS|_{\text{min}}$. Having passed all of the rules, the circuit is initializable, and its valid and invalid state lists are therefore generated. The complete algorithm for Algorithm 2 is shown in Fig. 6.

C. Experimental Results for Algorithms 1 and 2

Algorithms 1 and 2 were applied to some of ISCAS benchmark circuits [14] to extract the complete set of invalid states. The results are shown in Table I, where the machine used was a SUN Sparc10 workstation with 192M memory. Two algorithms gave the same set of invalid states for a sequential circuit. The obtained invalid states are compressed into a “cube” form. For example, for $s27$, which has three flip-flops, its invalid states set $IVS = \{11,111\}$ will be compressed into the set $CIVS = \{11\}$, where "-" means don’t care. The numbers of total states, invalid states, and compressed invalid cubes are given in the table. It can be seen that the two algorithms identified invalid states in reasonable time for these circuits. For the circuits which have more invalid states, Algorithm 1 usually used less time than did
TABLE I
EXPERIMENTAL RESULTS FOR ALGORITHMS 1 AND 2; THE MACHINE USED WAS A SUN SPARC 10

<table>
<thead>
<tr>
<th>circuit</th>
<th>inputs</th>
<th>flip-flops</th>
<th>total states</th>
<th>invalid states</th>
<th>invalid cubes</th>
<th>time for Algorithm 1</th>
<th>time for Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>s27</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>s206</td>
<td>11</td>
<td>8</td>
<td>256</td>
<td>239</td>
<td>7</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>s298</td>
<td>3</td>
<td>14</td>
<td>16384</td>
<td>16166</td>
<td>137</td>
<td>43</td>
<td>12</td>
</tr>
<tr>
<td>s344</td>
<td>9</td>
<td>15</td>
<td>32768</td>
<td>31281</td>
<td>5040</td>
<td>766</td>
<td>3866</td>
</tr>
<tr>
<td>s349</td>
<td>9</td>
<td>15</td>
<td>32768</td>
<td>31281</td>
<td>5040</td>
<td>756</td>
<td>3874</td>
</tr>
<tr>
<td>s386</td>
<td>7</td>
<td>6</td>
<td>64</td>
<td>51</td>
<td>10</td>
<td>0.57</td>
<td>0.75</td>
</tr>
<tr>
<td>s420</td>
<td>19</td>
<td>16</td>
<td>65536</td>
<td>65519</td>
<td>15</td>
<td>21</td>
<td>32</td>
</tr>
<tr>
<td>s820</td>
<td>18</td>
<td>5</td>
<td>32</td>
<td>7</td>
<td>6</td>
<td>3160</td>
<td>1437</td>
</tr>
<tr>
<td>s832</td>
<td>18</td>
<td>5</td>
<td>32</td>
<td>7</td>
<td>6</td>
<td>2819</td>
<td>1443</td>
</tr>
<tr>
<td>s1488</td>
<td>8</td>
<td>6</td>
<td>64</td>
<td>16</td>
<td>5</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>s1494</td>
<td>8</td>
<td>6</td>
<td>64</td>
<td>16</td>
<td>5</td>
<td>11</td>
<td>5</td>
</tr>
</tbody>
</table>

Algorithm 2. The limitation on these two algorithms is that the memory used increases exponentially with the number of treated flip-flops. For a 192 M memory machine, it can handle at most up to 16 flip-flops in our experiment. Hence, only the benchmark circuits up to s1494 were applied with the two algorithms.

III. IDENTIFICATION OF INVALID STATES REQUIRED FOR TEST GENERATION

In justifying line values during backward justification in sequential test pattern generation, it rarely needs the information on complete invalid states because circuit lines usually depend on only a partial set of flip-flops. Therefore, it is sufficient enough to find on which flip-flops a circuit line depends, and then to find the required partial set of invalid states to assist the test generation. In order to find on which flip-flops a line depends, a dependence graph of flip-flops of a circuit is constructed.

A. Dependence Graph

For a sequential circuit, the dependence graph of flip-flops is a graph that describes the relationship of flip-flops when flip-flops are to be justified. To explain this graph, a circuit, s400 [14], is used as an example. Circuit s400 has 21 flip-flops, and its dependence graph is shown in Fig. 7, where one node represents one or a group of flip-flops having the same dependence source and destination of flip-flops, and the numbers in each node are the flip-flop’s number. In the graph, one directed branch represents the dependence between two nodes, and the values of the source node determine those of the destination node. One node with a self-loop or a group of nodes with directed branches to each other is, in fact, a cyclic graph connecting a group of flip-flops. For example, in the graph, the node containing flip-flop 20 has a branch directed to itself, which means that the flip-flop’s value is determined by itself. For the node containing flip-flops 5, 6, and 8, the value of each flip-flop is determined by the values of flip-flops 1, 2, 3, 4, 21, 7, 5, 6, and 8. Apparently, the nodes on this graph can be levelized. In the graph, the nodes on the top have the lowest level, i.e., level 1, and the nodes at the bottom of the graph have the highest level. With this graph, when the invalid combinations of the values, i.e., the invalid states, on the flip-flops of the source nodes of a flip-flop are known, it is not necessary to try these values (i.e., states) when it is to justify this flip-flop. This saves much effort and computation time.

B. Algorithm 3 for Required Set of Invalid States

Algorithm 3, as shown in Fig. 8, is proposed to find the partial but required invalid states for test generation. The algorithm first constructs the dependence set for each flip-flop. The dependence set of a flip-flop is the set of flip-flops that can affect the value of the flip-flop. Then the flip-flops appearing simultaneously in the dependence sets are grouped into one node. In this way, the dependence graph is constructed. After constructing the dependence graph, the algorithm determines the level and the combination set for each node. The combination set of a node is a set of nodes which have directed branches to that node. For the example...
Algorithm 3 for finding the invalid states required for test generation:

Let \( n \) be the number of flip-flops of the circuit;
Let \( DS_i \) be the dependence set of flip-flop \( i \);
Let \( GP_j \) be the set of flip-flops in group \( j \);
Let \( \max \, gp \) be the maximum number of identified groups;
Let \( CN_k \) be the combination set of groups for group \( k \);

1. Search the \( DS_i \) for \( i=1..n \).
2. Determine the \( GP_j \), for \( j=1..\max \, gp \).
   (The flip-flops in one \( GP_j \) always appear simultaneously in \( DS_i \), \( i=1..n \).)
   If any \( |GP_j| > 16 \), i.e. a large node exists,
   1. Symbolic simulation;
   2. For each large node, assume some flip-flops to be fully controllable until no nodes containing more than 10 flip-flops;
3. Produce the \( CN_k \) for each group \( k \), \( k=1..\max \, gp \).
   (Each group in \( CN_k \) has one directed branch to group \( i.e., GP_j \).)
4. Identify the necessary \( CN_k \);
5. For all the necessary \( CN_k \) from the lower level to the higher level
   1. Simulate the partial circuit composed by the necessary \( CN_k \);
   2. Obtain the required invalid states;

Fig. 8. Algorithm 3 for finding required set of invalid states.

of Fig. 7, for the node of flip-flops (5, 6, 8), the combination set is the set of nodes \( \{1, 2, 3, 4\}, (21), (7), (5, 6, 8) \) in the graph. This is the set of flip-flops whose values have to be simulated to determine if there are any invalid states which can be ignored during justifying the values for flip-flops (5, 6, 8). In simulating the values of the combination set \( \{1, 2, 3, 4\}, (21), (7), (5, 6, 8) \), Algorithm 1 or 2 can be used. It is mentioned that only the partitioned circuit containing the combination set needs to be simulated. Although the obtained invalid states are therefore only a partial set of total invalid states, they are complete for the partitioned circuit part.

In the graph, if there exist nodes which contain too many, for example, more than 16 flip-flops, the memory needed to simulate the states of these flip-flops will be too large (larger than 192M). A workstation of an ordinary size of memory cannot handle this simulation. For this case, the following approach can be adopted. First, the method of symbolic simulation in [13] to identify untestable faults can be first applied to the circuit to identify the flip-flops which cannot be set to 1 and/or 0. If a flip-flop has been found to be unable to be set to 1 and/or 0, it need not be considered in the dependence graph, and can be eliminated. This reduces the size of the associated node in the dependence graph. Second, if there still exist nodes whose sizes exceed 16 after the above treatment, in the graph, the following cycle-breaking method can be used to break these large nodes:

The method selects the flip-flops one after another to be assumed fully controllable, and reconstructs the dependence graph until the graph has no large node. It can apply the strategies of selecting flip-flops to break cyclic structures [19]–[23], but here it permits the new nodes to still be in cyclic with fewer than ten flip-flops. For each large node, assume one of the flip-flops, for example, flip-flop \( a \), to be fully controllable, i.e., treat it as a primary input. This essentially breaks the cyclic structure of flip-flops of the node. For all other flip-flops of this node, a subdependence graph can be constructed. For this newly constructed subdependence graph, if there is no node which has a size greater than ten, the flip-flops of this subgraph are simulated by using Algorithm 1 or 2 to find invalid states of these flip-flops. If there are still nodes whose sizes are larger than ten, the above cycle-breaking procedure is applied again. After those invalid states associated with all the remaining flip-flops are obtained, the information will be used to simulate for flip-flop \( a \) to see if there is any invalid state associated with flip-flop \( a \). If there is none, the invalid states obtained are true invalid states. If there are invalid states, for example, \( a = 1 \), existing for flip-flop \( a \), flip-flop \( a \) will be set to 0 and Algorithm 1 or 2 is used again to simulate all remaining flip-flops to find the true invalid states. The invalid states obtained are true invalid states. Obviously, there may be some or many invalid states not found after assuming some flip-flops fully controllable, but the obtained invalid states are still very useful to improve test generation, as shown later.

The complete algorithm is described in the following by using the example of Fig. 7. For \( s400 \), Algorithm 3 traverses the circuit structure and obtains the following dependence sets for all flip-flops, where \( DS_1 = \{1, 2, 3, 4\} \) means that the value on flip-flop 1 depends on those of flip-flops 1, 2, 3, and 4:

- \( DS_1 = DS_2 = DS_3 = DS_4 = \{1, 2, 3, 4\} \)
- \( DS_5 = DS_6 = DS_7 = DS_8 = \{1, 2, 3, 4, 5, 6, 7, 8, 21\} \)
- \( DS_9 = DS_{10} = DS_{11} = DS_{12} = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 21\} \)
- \( DS_{13} = DS_{14} = \{9, 10, 11, 12, 13, 20\} \)
- \( DS_{15} = DS_{16} = \{9, 10, 11, 12, 13\} \)
- \( DS_{17} = DS_{18} = \{7, 9, 10, 11, 12, 13, 20\} \)
- \( DS_{19} = \{9, 10, 11, 13\} \)
- \( DS_{20} = \{20\} \)
- \( DS_{21} = \{21\} \).

The algorithm groups the flip-flops that simultaneously appear in the dependence sets, e.g., 1, 2, 3, and 4, into a group to be a node. For \( s400 \), it obtains eight nodes from the dependence sets, i.e., \( \{1, 2, 3, 4\}, (7), (5, 6, 8), (9, 10, 11), (12), (13), (20), \) and \( (21) \). The remaining flip-flops which are not present in dependence sets are also collected if they have the same dependence set; in this case, 15 and 16 are grouped together. Finally 12 nodes are obtained. Their respective dependence groups, which are called combination
sets, are also shown as follows.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Combination Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 2, 3, 4)</td>
<td>(1, 2, 3, 4)</td>
</tr>
<tr>
<td>(20)</td>
<td>(20)</td>
</tr>
<tr>
<td>(21)</td>
<td>(21)</td>
</tr>
<tr>
<td>(5, 6, 8)</td>
<td>(1, 2, 3, 4), (21), (5, 6, 8), (7)</td>
</tr>
<tr>
<td>(7)</td>
<td>(1, 2, 3, 4), (21), (5, 6, 8), (7)</td>
</tr>
<tr>
<td>(12)</td>
<td>(1, 2, 3, 4), (21), (5, 6, 8), (7), (12), (9, 10, 11)</td>
</tr>
<tr>
<td>(9, 10, 11)</td>
<td>(1, 2, 3, 4), (21), (5, 6, 8), (7), (12), (9, 10, 11)</td>
</tr>
<tr>
<td>(13)</td>
<td>(20), (9, 10, 11), (12), (13)</td>
</tr>
<tr>
<td>(15, 16)</td>
<td>(9, 10, 11), (12), (13)</td>
</tr>
<tr>
<td>(19)</td>
<td>(9, 10, 11), (13)</td>
</tr>
<tr>
<td>(14)</td>
<td>(20), (9, 10, 11), (12), (13)</td>
</tr>
<tr>
<td>(17, 18)</td>
<td>(20), (7), (9, 10, 11), (12), (13)</td>
</tr>
</tbody>
</table>

Since no nodes have flip-flops more than 16 for this circuit, no symbolic simulation and cycle-breaking method need to be applied.

In finding the necessary combination sets to find required invalid states, we find that some combination sets include others, e.g., \(CN_{(5,6,8)} \supset CN_{(2,3,4)}\) and \(CN_{(5,6,8)} \supset CN_{(21)}\). This means that the invalid states found by simulating the partial circuit composed by flip-flops 5, 6, and 8 must include those found by simulating the partial circuit composed by flip-flops 1, 2, 3, 4 and the partial circuit composed by 21. Therefore, we only need to find the largest \(CN\)'s which include all of the other smaller \(CN\)'s. For s400, the two largest combination sets are obtained, i.e., \{(1, 2, 3, 4), (5, 6, 8), (7), (9, 10, 11), (12), (21)\} and \{(7), (9, 10, 11), (12), (13), (20)\}. The invalid states found for these two sets of flip-flops are sufficient for justifying the values on all flip-flops. It is seen that flip-flops 14, 15, 16, 17, 18, and 19 are not present in these two sets since they do not determine any flip-flop's value. They can be grouped into a set for searching more invalid states. These three sets are the necessary combination sets of the circuit. They have level 3, 4, and 5, respectively, and will be simulated one by one according to the order of levels. We need to follow the order of levels since, usually, the obtained invalid states for the combination sets at a lower level are to be used to find the invalid states for those at a higher level. The simulation is performed on the partial circuits composed of each set of flip-flops by using Algorithm 1 or 2. For s400, it took 412 s to simulate the first combination set, but took only 8 and less than 1 s to simulate the second and the third combination sets, respectively, to obtain 23 invalid cubes. In addition, to improve the speed of simulation, there are two strategies: 1) event-driven simulation and 2) Gray-code-type input patterns are adopted, which are used in order to reduce events in the primary inputs. Experimental results show that these two strategies can accelerate the simulation three–ten times.

C. Experimental Results of Algorithm 3

Table II shows some results on ISCAS'89 benchmark circuits run by this algorithm on a Sun Sparc 10. For each circuit, the graph depth is the number of levels of its dependence graph. It is seen that the time spent on finding the necessary combination sets was negligible. In addition to giving the number of invalid cubes for each circuit, Table II also provides the percentage of the found invalid states to the total states.

In the results, circuits s1423, s5378, s9234, s13207, and s15850 were found containing nodes larger than 16 in the initially generated dependence graphs. The symbolic simulation and the cycle-breaking methods were applied to these circuits. Table III shows the results after applying the above methods. In the table, the levels of the graph depth and the numbers of large nodes in the original dependence graphs are given for comparison. The invalid cubes, time spent, and the number of remaining large nodes after symbolic simulation are included. It can be seen that many more invalid cubes were obtained after the symbolic simulation, and the time spent was minimal. For circuits s9234 and s13207, no node had a size larger than 16 after the symbolic simulation, i.e., for these two circuits, the cycle-breaking method needed not to be applied. For circuits s1423, s5378, and s15850, the cycle-breaking method was
TABLE III
RESULTS FOR RECONSTRUCTING DEPENDENCE GRAPHS BY USING SYMBOLIC SIMULATION AND ASSUMING SOME FLIP-FLOPS IN LARGE NODES TO BE FULLY CONTROLLABLE

<table>
<thead>
<tr>
<th>circuit</th>
<th>depth</th>
<th>large nodes</th>
<th>symbolic simulation</th>
<th>cycle-breaking method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>invalid cubes</td>
<td>large nodes</td>
</tr>
<tr>
<td>s1423</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>s5378</td>
<td>9</td>
<td>1</td>
<td>37</td>
<td>1</td>
</tr>
<tr>
<td>s9254</td>
<td>18</td>
<td>1</td>
<td>344</td>
<td>0</td>
</tr>
<tr>
<td>s13207</td>
<td>28</td>
<td>4</td>
<td>917</td>
<td>0</td>
</tr>
<tr>
<td>s15850</td>
<td>22</td>
<td>3</td>
<td>654</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE IV
COMPARISON OF APPLYING AND NOT APPLYING INVALID STATES INFORMATION TO TEST GENERATION PROCESS

<table>
<thead>
<tr>
<th>circuit</th>
<th>total faults</th>
<th>with</th>
<th>without</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fault coverage</td>
<td>generator efficiency</td>
<td>test patterns</td>
</tr>
<tr>
<td>s27</td>
<td>32</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>s208</td>
<td>215</td>
<td>63.72</td>
<td>100.00</td>
</tr>
<tr>
<td>s298</td>
<td>508</td>
<td>95.71</td>
<td>99.68</td>
</tr>
<tr>
<td>s344</td>
<td>342</td>
<td>96.20</td>
<td>99.71</td>
</tr>
<tr>
<td>s349</td>
<td>350</td>
<td>95.71</td>
<td>99.43</td>
</tr>
<tr>
<td>s382</td>
<td>399</td>
<td>88.22</td>
<td>96.24</td>
</tr>
<tr>
<td>s386</td>
<td>384</td>
<td>81.77</td>
<td>100.00</td>
</tr>
<tr>
<td>s400</td>
<td>424</td>
<td>87.03</td>
<td>97.17</td>
</tr>
<tr>
<td>s420</td>
<td>430</td>
<td>41.63</td>
<td>100.00</td>
</tr>
<tr>
<td>s444</td>
<td>474</td>
<td>89.45</td>
<td>99.79</td>
</tr>
<tr>
<td>s526</td>
<td>555</td>
<td>76.04</td>
<td>96.22</td>
</tr>
<tr>
<td>s566</td>
<td>553</td>
<td>97.84</td>
<td>94.78</td>
</tr>
<tr>
<td>s641</td>
<td>467</td>
<td>86.51</td>
<td>99.79</td>
</tr>
<tr>
<td>s713</td>
<td>581</td>
<td>81.93</td>
<td>100.00</td>
</tr>
<tr>
<td>s820</td>
<td>850</td>
<td>95.06</td>
<td>96.71</td>
</tr>
<tr>
<td>s832</td>
<td>870</td>
<td>93.10</td>
<td>94.71</td>
</tr>
<tr>
<td>s838</td>
<td>857</td>
<td>29.64</td>
<td>100.00</td>
</tr>
<tr>
<td>s953</td>
<td>1079</td>
<td>8.25</td>
<td>100.00</td>
</tr>
<tr>
<td>s1196</td>
<td>1242</td>
<td>99.76</td>
<td>100.00</td>
</tr>
<tr>
<td>s1238</td>
<td>1335</td>
<td>94.69</td>
<td>100.00</td>
</tr>
<tr>
<td>s1423</td>
<td>1515</td>
<td>24.62</td>
<td>31.42</td>
</tr>
<tr>
<td>s1488</td>
<td>1486</td>
<td>53.84</td>
<td>55.52</td>
</tr>
<tr>
<td>s1494</td>
<td>1506</td>
<td>55.91</td>
<td>57.84</td>
</tr>
<tr>
<td>s5378</td>
<td>4603</td>
<td>67.37</td>
<td>91.11</td>
</tr>
<tr>
<td>s9234</td>
<td>6927</td>
<td>0.26</td>
<td>100.00</td>
</tr>
<tr>
<td>s13207</td>
<td>9967</td>
<td>6.56</td>
<td>96.01</td>
</tr>
<tr>
<td>s15850</td>
<td>11753</td>
<td>0.72</td>
<td>100.00</td>
</tr>
</tbody>
</table>

applied and the numbers of the flip-flops were assumed to be fully controllable; the final depth after applying this cycle breaking and the time spent for this method are shown in the table. It can be seen that for s15850, as many as 48 flip-flops were assumed, and the time spent was still small. The final depth of the dependence graph was usually much longer than that of the initial dependence graph for these circuits.

D. Application to Test Generation

The obtained invalid states were applied to a test generator which was implemented in the BACK [7]-like algorithm. It can also dynamically find some invalid states during searching test patterns. Table IV gives the results of test generation using and without using the information of obtained invalid states. The generator efficiency is defined as (#detectable faults + #untestable faults)/#total faults × 100. It is seen that the test generation with the information of invalid states achieved higher fault coverages and efficiencies than that without using the information. For most circuits, especially for larger circuits, the time used, including that for finding required invalid states, was still less than that without using the information. In total, the used time is reduced by 40%, but the fault coverage and efficiency are improved by 34 and 168%, respectively, for these circuits. The results for some circuits like s13207 and s15850 are even better than those of STG3 [9]. Due to the limitation of the system required for our implemented test generation program, the results for large circuits, such as s35932 and s38584, were not available, and are needed to be solved in the future.

IV. CONCLUSION

In this paper, algorithms to search invalid states for sequential circuits have been proposed. The first algorithm explores all of the valid states, and the second one searches the reachable states to obtain the complete set of invalid states. Since the test generation usually does not need the complete set of invalid states, the third algorithm is proposed to find the partial invalid states required for test generation. It analyzes...
the circuit structure to obtain the dependence graph among flip-flops, and extracts the necessary combination sets for simulation by applying the first two algorithms. Experimental results show that the algorithm can find the required invalid states for test generation in moderate time as compared to the test generation time. When the obtained invalid states are applied to test generation, the test generation time, the fault coverage, and test efficiency are improved, especially for large circuits. In addition to improving test generation, the information on the obtained invalid states can be useful in resynthesizing circuits or for partial scan to make circuits more testable.
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