Analysis and design of the receding horizon constrained optimization for class-D amplifier driving signals
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A B S T R A C T

This paper reports the analysis and design method of receding finite horizon constrained optimization approaches to generate driving signals for digital amplifiers. The performance of a digital amplifier that is based on power MOSFETs highly depends on the modulator that modulates the reference signal into binary sequences. The concept of receding finite horizon constrained optimization modulator is to generate the binary output in the sense that the power of filtered error is minimized. The stability analysis of this nonlinear feedback system is derived in detail and the method to estimate the bound of filtered error of the high dimensional quantization is proposed. A second order system with horizon length one and two is designed to produce a 1.5-bit constrained output. Simulation results demonstrate the accuracy of the analysis.
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1. Introduction

Class D amplifiers are more efficient than class A/B amplifiers and have drawn much attention in recent years [1]. To drive the power stage, the input multiple-bit data must be converted into the driving signal (binary sequence). The binary sequence is typically referred to as the quantized 1-bit signal and has a higher sampling rate than the original source signal which is called over-sampling. The binary sequence can be generated using the digital PWM (DPWM) procedure. To reduce the total harmonic distortion and increase the signal/noise ratio, research based on sigma–delta modulation [2,3], DSP techniques [4,5], feedback control [6], and interpolation methods [7,8] have been adopted. Another design issue in the use of DPWM is the high internal clock frequency. For example, the internal clock frequency of the counter must be 2.89 GHz to yield a 44.1 KHz DPWM with 16-bit resolution [8].

Sigma–delta modulation is an effective means of generating a binary sequence with noise shaping. The output feedback structure can be analyzed by extending control theories of relay feedback [3,9] or sliding mode control [10–12]. The design and related performance analysis are presented [13,14]. Other methods such as genetic algorithm [15], semi-infinite programming [16] and nonlinear circle map [17] are proposed to design a high order stable system in recent years. The generation of the driving signal can be regarded from a broader perspective, and not necessarily following the conventional sigma–delta modulation settings. This broader perspective particularly applies in digital implementation, in which the computing structure is quite flexible.

Feedback quantization using receding horizon linear quadratic control with finite input constraint has recently been reported [18–20]. The approach offers a systematic way of designing the quantizer (or modulator) with various performance measures. However, the stability of this nonlinear feedback system is an important issue in designing the modulator. Though
proof of the stability in the general case of optimal quantization has been presented elsewhere [20], for class-D amplifier applications, a more detailed procedure must be derived to compute the allowable input level. This work proposes a design method by exploring the structure of the quantizer. The stability of the general horizon system is analyzed without restricting the type of reference input. Simulation results show that the method is quite effective in generating the control sequences.

2. Basic concept

Fig. 1 shows a typical power stage (H-bridge) in a class D amplifier. The control signal \( u \) controls the current direction of the load. Suppose that \( u \) is updated every \( T_1 \) second and that the value of \( u \) also contains the net duration of the current. The simplest case is \( u = +1 \) or \( -1 \), meaning that the current flows in either the positive or the negative direction within \( T_1 \). If a higher clock rate is available, say \( T_1/n_H \) where \( n_H \) is an integer, there could be \( 2^{n_H} + 1 \) cases of the duration of the current. For example, Fig. 2(a) depicts five cases for which \( n_H = 2 \). \( u \) can clearly be represented by a 2.5-bit variable.

The constrained optimization control [20] can be applied to design a quantization system using over-sampling. This section concisely introduces related work in [20].

2.1. Problem statement

Suppose \( u \) belongs to a finite set of scalars \( U \). The purpose of constrained optimization control is to obtain the signal \( u \) for a digital input \( r \) and a filter \( W \), such that the cost function \( V \) is minimized. The cost function is defined as the power of filtered error [20],

\[
V \triangleq \frac{1}{2\pi} \int_0^{2\pi} |E(e^{j\omega})|^2 d\omega \triangleq \frac{1}{2\pi} \int_0^{2\pi} |W(e^{j\omega})(R(e^{j\omega}) - U(e^{j\omega}))|^2 d\omega
\]  

(2.1)

where \( R(e^{j\omega}) \) and \( U(e^{j\omega}) \) are the discrete time Fourier-transform of \( r \) and \( u \), respectively and \( W(e^{j\omega}) \) denotes the frequency response of the filter \( W \). Therefore the modulator quantizes the signal \( r \) in a manner that the power of the difference between \( r \) and \( u \) is minimized in the frequency band that the magnitude response of \( W(e^{j\omega}) \) is large. The expression in (2.1) can be translated into the time domain using Parseval’s Theorem:
where \( e(l) \) are samples of filtered error. Assume that \( W \) is a linear time-invariant filter which can be written as

\[
W(z) = D + C(zI - A)^{-1}B
\]

The filtered error is expressed as the state-space form:

\[
\begin{align*}
x(k + 1) &= Ax(k) + B(r(k) - u(k)) \\
e(k) &= Cx(k) + D(r(k) - u(k))
\end{align*}
\]

where \( A \in R^{n \times n}, B \in R^{n \times 1}, C \in R^{1 \times n}, D \in R^{1 \times 1} \) and \( x \in R^n \) are the state vectors of dimension \( n \), i.e. the order of the filter \( W \). Eq. (2.2) is further simplified for practical use with finite decision number \( N \):

\[
V_N \triangleq \sum_{m=k}^{k+N-1} (e(m))^2
\]

From (2.3) and (2.4), it can be seen that \( V_N \) is a function of \( N \) constrained values \( u \) which can be grouped into the vector

\[
u(k) \triangleq [u(k) \, u(k+1) \, \cdots \, u(k+N-1)]^T
\]

### 2.2. Solution and moving horizon

Finding the optimal constrained solution corresponds to finding \( u(k) \in U^{(N)} \), such that \( V_N \) is minimized. Assume the constrained optimization control produces a \( b \)-bit resolution output \( u \) for input \( r \), then the quantization candidate \( U \) is a set with \( K_r \) elements,

\[
U = \{1, 1 - \Delta, 1 - 2\Delta, \ldots, -1 + \Delta, -1\} \subset R
\]

where \( \Delta = 2/(2^b - 1) \), \( K_r = 2^b \) if \( b \in Z \), and \( \Delta = 2/2^{b_1}, K_r = 2^{b_1} + 1 \) if \( b = b_1 + 0.5 \) and \( b_1 \in Z \). Furthermore, \( U^{(N)} \) is a set with \( (K_r)^N \) vectors,

\[
U^{(N)} = \{v_1, v_2, \ldots, v_{(K_r)^N}\} \subset R^N
\]

where elements of \( v_i, i = 1, 2, \ldots, (K_r)^N, \) belong to \( U \). The optimal solution to the cost function \( V_N \) can be derived as stated in [20].

**Theorem 1.** For \( U^{(N)} = \{v_1, v_2, \ldots, v_{(K_r)^N}\} \subset R^N \), the sequence \( u^*(k) \) of (2.5) which minimize (2.4) under (2.3) is given by:

\[
u^*(k) = \Psi^{-1}q_{\tilde{U}^{(N)}}(\Psi u_r(k))
\]

where \( u_r(k) = \Psi^{-1}1 \times x(k) + r(k) \) is the unconstrained optimal control force, and

\[
\Psi = \begin{bmatrix} h_{0} & 0 & \cdots & 0 \\
h_{0} & h_{0} & \cdots & \vdots \\
\vdots & \ddots & \ddots & h_{0} \\
h_{0} & h_{0} & \cdots & h_{0} \end{bmatrix} , \quad \Gamma = \begin{bmatrix} C A^\delta & C A^{\delta+1} \\
\vdots & \vdots \\
C A^{\delta+N-1} & C A^{\delta+N-1} \end{bmatrix} , \quad r(k) = \begin{bmatrix} r(k) \\
r(k+1) \\
\vdots \\
r(k+N-1) \end{bmatrix}
\]

\( \delta \) is the relative degree of shaping filter \( W(z) \).

The nonlinear function \( q_{\tilde{U}^{(N)}}(.) \) is the nearest neighbor vector quantizer, which is described in Definition 1 below. The image of this mapping is the set,

\[
\tilde{U}^{(N)} = \{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{(K_r)^N}\} \subset R^N \quad \text{with} \quad \tilde{v}_i = \Psi v_i , v_i \in U^{(N)}
\]

**Definition 1 (Nearest neighbor vector quantizer).** (See [18].) For a set of vectors \( \tilde{U}^{(N)} = \{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{(K_r)^N}\} \subset R^N \), the nearest neighbor quantizer is defined as a mapping \( q_{\tilde{U}^{(N)}} : R^N \rightarrow \tilde{U}^{(N)} \) which assigns to each vector \( c \in R^N \) the closest element of \( \tilde{U}^{(N)} \) (as measured by the Euclidean norm), i.e., \( q_{\tilde{U}^{(N)}}(c) = \tilde{v}_i \in \tilde{U}^{(N)} \) if and only if \( c \) satisfies:

\[
\| c - \tilde{v}_i \| \leq \| c - \tilde{v}_j \| , \quad \forall \tilde{v}_i \neq \tilde{v}_j , \tilde{v}_j \in \tilde{U}^{(N)}
\]
Therefore, the nearest neighbor vector quantizer partitions the space $\mathbb{R}^N$ into $(K_r)^N$ partitions considering the nearest vector distance to $\tilde{U}(N)$. For future reference, the half space $H(\tilde{v}_i, \tilde{v}_j)$ is defined as the region that the distance to $\tilde{v}_i$ is shorter than or equal to $\tilde{v}_j$,

$$H(\tilde{v}_i, \tilde{v}_j) = \{ y \in \mathbb{R}^N | \|y - \tilde{v}_i\| \leq \|y - \tilde{v}_j\| \}, \quad j \neq i$$

(2.7)

and the partition induced by the constrained vector $\tilde{v}_i$, $P(\tilde{v}_i)$ is the intersection of $(K_r)^N - 1$ half spaces which is written as,

$$P(\tilde{v}_i) = \bigcap_{j \in I \setminus \{i\}} H(\tilde{v}_i, \tilde{v}_j), \quad I = \{1, 2, \ldots, (K_r)^N\}$$

(2.8)

Although, one might think of choosing $N$ as large as the length of the complete input data stream, the implementation complexity increases with the horizon length $N$. Therefore, using the technique of moving horizon with a small value of $N$ has been proposed in [20]. Accordingly, at time $t = k$, only the first element of the optimizing sequence is used as the output of the converter:

$$u(k) = u^*(k) = [1 0 \cdots 0] \Psi^{-1} q_{\tilde{U}(N)}(\Psi u(k))$$

(2.9)

Also, $u^*(k)$ updates the states according to (2.3), and the new states are used to minimize the cost function $V_N$, yielding $u(k+1)$. The horizon moves (slides) forward as time increases.

The block diagram of overall system is depicted in Fig. 3 and optimal decision block is responsible for producing unconstrained optimal control force $u^*$. The operation of quantization block is shown in Fig. 4 according to Theorem 1.

From (2.1), the Fourier transform of the optimized output $u^*(k)$ is expressed as (2.10), to elucidate the effect of noise shaping:

$$U^* = R - W^{-1}E$$

(2.10)

where $R$ and $E$ are the Fourier transforms of $r$ and $e$, respectively. Clearly, the output contains two parts of the signal; the first term is the input signal $R$, and the second term is the quantization error, which is the residual error $E$, filtered by the inverse of the system filter, $W^{-1}$. Consequently, $W^{-1}$ is responsible for spectrally shaping the noise.

3. Bounding the error signal and system states

The stability of (2.3) must be analyzed under the control law (2.9), to determine the design parameters. The techniques to analyze the stability for the $\Sigma$–$\Delta$ modulator have been reported [19,21]. However, due to the different quantization scheme, these techniques cannot be applied to the optimal quantizer derived in this work (see (2.9)). Further analysis into the quantization scheme is also required to derive the stability boundary. In the following, the analysis is composed of two parts. First, the condition to bound the filtered error and a method to find out the error bound is proposed. Second, conditions for system stability are derived with the input amplitude limitation.

3.1. Bounding the error signal

First, define $d(k)$ as the input to the nearest neighbor vector quantizer $q_{\tilde{U}(N)}(\cdot)$:

$$d(k) = \begin{bmatrix} d_1(k) \\ d_2(k) \\ \vdots \\ d_N(k) \end{bmatrix} \triangleq \Psi u(k)$$

(3.1)

Proposition 1 states the condition to bound the signal $e$. 
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Fig. 4.
Proposition 1. For the system (2.3) under the control law (2.9), the filtered error e is bounded if the first element of $d(k)$ is bounded, i.e. e is bounded if there exists $\bar{d}_1 < \infty$ such that,

$$\|d_1(k)\|_\infty \leq \bar{d}_1$$

where $\|d_1(k)\|_\infty$ denotes the peak absolute value of signal $d_1$.

Proof. The proof is given in Appendix A. 

Because the half space (see (2.7)) is convex and the intersection of two convex sets is also convex [21], the partitions of the nearest neighbor vector quantizer defined in (2.8) are all convex. Further, the boundaries of the partitions are all linear hyperplanes. Therefore, the problem of finding the upper bound of signal e in $N$-dimensional quantizer can be formulated as the $N$-dimensional linear programming problem. For $i$-th partition $P(\tilde{v}_i)$, the error bound of this region, $\tilde{e}_i$, is obtained by solving,

Maximize $f(d) = |d_1| - |1 0 \cdots 0|\tilde{v}_i|$
subject to $\|d_1\|_\infty \leq \bar{d}_1$ and $\{d | d \in P(\tilde{v}_i) \cap S\}$
where $P(\tilde{v}_i)$ is the $i$-th partition defined in (2.8) and $S$ is the possible input space of $q_{\bar{d}_1}(.)$ induced by $\|d_1\|_\infty \leq \bar{d}_1$.

As a result, the upper bound of $e$, $\tilde{e}$, for the system is the maximum error bound selected from $(K_r)^N$ partitions and is written as,

$$\tilde{e} = \max \tilde{e}_i, \quad i \in \{1, 2, \ldots, (K_r)^N\}$$

Notably, different value of $\bar{d}_1$ will result in different $\tilde{e}$. Therefore, we write $\tilde{e}$ as a function of $\bar{d}_1$ for subsequent analysis, i.e.

$$\tilde{e} = g(\bar{d}_1)$$

3.2. Stability and input magnitude limitation

The amplitude of input is limited due to maintaining system stability. The following proposition explains the property.

Proposition 2. Given the initial conditions, $x(0)$, $r(0)$ and $u(0)$ where $u(0)$ satisfies the control law (2.9), then the system (2.3) is stable if there exists a value $0 < \bar{d}_1 < \infty$ such that

\[
\begin{align*}
&h_1^{-1}(\bar{d}_1 - \|P_1(z)\|_\infty g(\bar{d}_1)) > 0 \\
&d_1(0) = CA^i x(0) + h_2 r(0) \leq \bar{d}_1
\end{align*}
\]

(i) zeros of the shaping filter $W(z)$ are all inside the unit circle of the complex plane;
(ii) $\|r(k)\|_\infty \leq h_1^{-1}(\bar{d}_1 - \|P_1(z)\|_\infty g(\bar{d}_1))$

where $g(\bar{d}_1)$ is defined in (3.3) and $P_1(z) = CA^i(zI - A + Bh_2^{-1}CA^i)^{-1} Bh_2^{-1} z^i$.

Proof. The proof is given in Appendix B. 

Notably, there may be infinite many selections of $\bar{d}_1$ for one system and different $\bar{d}_1$ will result in different input amplitude limitation. Therefore, we prefer choosing $\bar{d}_1$ that results in the maximum value of the bound in (3.4) so as to maximize the input amplitude. Furthermore, employing more levels in quantization will decrease the bound of error and then increase the stable input amplitude. It has been shown that the sigma–delta modulator is a special case of the constrained optimization control when $N = 1$ [20]. Therefore, Propositions 1–2 could be also applied to the analysis of the sigma–delta modulator.

4. Design example and simulation results

This section describes an example of a second order constrained optimization control system for the application of audio-band full digital amplifier. The bandwidth of the input audio signal $r$ is 24 KHz and the system converts it into a 1.5-bit signal $u$ at a sampling rate of 6.144 MHz (OSR = 128).
4.1. Overall system

The shaping filter $W(z)$ is designed that all zeros are stable and all poles are on the unit circle $|z| = 1$ to have better noise attenuation within the bandwidth of input signal:

$$W(z) = \frac{1.22 - 1.96z^{-1} + 0.82z^{-2}}{1 - 2z^{-1} + z^{-2}}$$

Therefore, the frequency response of the noise transfer function $W^{-1}$ is shown in Fig. 5 implying that the attenuation of signal $e$ is $-40$ dB or lower within the bandwidth $0$–$20$ kHz.

Once the shaping filter is selected, we obtained that $\|P_1(z)\|_\infty = 1.36$.

The bound of filtered error are calculated using linear programming by limiting $\|d_1\|_\infty \leq \hat{d}_1 = 2.41$. Therefore, $\|e\|_\infty \leq 1.18$ for $N = 1$ and 2. The stable input level can be estimated by (3.3),

$$\|r\|_\infty \leq h^{-1}_s (\hat{d}_1 - \|P_1(z)\|_\infty \|e(k)\|_\infty) = (1.22)^{-1} (2.41 - 1.36 \times 1.18) = 0.66$$

Notably, for the multi-level power stage, an input range larger than 0.66 is obtained. For example, stable input level is 0.83 for 2.5-bit quantization. Nevertheless, in the application of 2-level power stage, the designed system converts the reference signal into a 1.5-bit sequence to reduce the total harmonic distortion and increase the signal-to-noise ratio.

4.2. Simulation results

A 1 kHz sine wave with a normalized amplitude of 0.66, sampled at 48 kHz, is applied to the system as an input. Fig. 6 plots the waveforms of $d_1(k)$ and $e(k)$, respectively, in $N = 1$ quantization. Boundaries are $\|d_1(k)\|_\infty \leq 0.93$ and $\|e(k)\|_\infty \leq 0.61$ which are within the theoretical upper bound: 2.41 and 1.18. The power of the error is calculated, $\frac{1}{T_f} \sum_{k=0}^{T_f} e^2(k) = 0.23$ where $T_f$ is the number of samples during the time $t = 0$–$100$ ms. Fig. 7 displays output spectrum obtained by taking the DFT (Discrete Fourier Transform) of the binary sequence in the period $t = 0$–$100$ ms. Total Harmonic Distortion (THD),
Fig. 6.
Harmonic Distortion Plus Noise (THD + N) and Signal-to-Noise Ratio (SNR) are calculated based on [22]. The results are THD = 0.032%, THD + N = 0.037% and SNR = 101 dB.

For horizon length two (N = 2), signals \( d_1(k) \), \( d_2(k) \) and \( e(k) \) are as plotted in Figs. 8 and 9. The figures reveal that \( \|d_1(k)\|_\infty \leq 1.04 \), \( \|e(k)\|_\infty \leq 0.76 \) and the power of the error is 0.21. Fig. 9(b) presents the spectrum of the switching output during the period \( t = 0–100 \) ms; the results are THD = 0.022%, THD + N = 0.026% and SNR = 104 dB implying the better results comparing to the system with \( N = 1 \) (which is essentially a sigma–delta modulator).

Figs. 10–12 depict the results of power of the error, THD + N and SNR for different input frequency. It is shown that for \( N = 2 \) (\( N = 1 \)) system, power of the modulation error is below 0.21 (0.23); THD + N is below 0.065% (0.152%) and SNR is above 101 dB (98 dB), yielding a good performance in the audio band. Further, the constrained optimization system with \( N = 2 \) has better performance than \( N = 1 \), indicating that by looking one step ahead, the constrained optimization system performs better than sigma–delta modulator at the filter order of 2.

5. Conclusion

The design of finite horizon constrained optimization system for a full digital amplifier is presented. The stability analysis for general horizon length \( N \) is conducted to determine the bound of the input reference signal, based on a detailed derivation of the optimal quantizer. The bound of filtered error is obtained by solving the linear programming problem. Simulation results demonstrate the theoretical bound on the error signal. The function of optimal quantization with horizon length one (\( N = 1 \)) is exactly the sigma–delta modulator. Therefore, the performance can be further improved without raising the operating frequency (i.e. without increasing the OSR) when the optimal quantization is further modified to horizon two (\( N = 2 \)).

In real practice, it is necessary to add dead-time to the switching signals and this will influence the performance. This topic will be investigated in the future research.
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Appendix A. Proof of Proposition 1

It is composed of two parts. First we show that the input space of $q_{\tilde{U}(N)}(.)$ is bounded if $d_1(k)$ is bounded. Then it is shown that the filtered error $e$ is bounded when the input space of $q_{\tilde{U}(N)}(.)$ is bounded.

From (2.3) and Theorem 1,

$$d_1(k + 1) = CA^k x(k + 1) + h_{\beta+1} r(k + 1)$$
$$= [CA^{k+1} x(k) + h_{\beta+1} r(k) + h_{\beta} r(k + 1)] - h_{\beta+1} u(k)$$
$$= d_2(k) - [h_{\beta+1} 0 \cdots 0] u(k)$$

Therefore,

$$d_2(k) = d_1(k + 1) + [h_{\beta+1} 0 \cdots 0] u(k)$$

(A.1)

Because $\|d_1(k)\|_\infty \leq \tilde{d}_1$, the upper (lower) bound of $d_1(k + 1)$ is $\tilde{d}_1$ ($-\tilde{d}_1$). Further, from (A.1), the bound of $d_2(k)$ is

$$\tilde{d}_1 + [h_{\beta+1} 0 \cdots 0] u(k) \leq d_2(k) \leq -\tilde{d}_1 + [h_{\beta+1} 0 \cdots 0] u(k)$$

(A.2)

If input of $q_{\tilde{U}(N)}(.)$ locates at the partition that

$$[1 0 \cdots 0] u(k) = u(k) = 1$$

then the bound of $d_2(k)$ is

$$-\tilde{d}_1 + h_{\beta+1} \leq d_2(k) \leq \tilde{d}_1 + h_{\beta+1}$$

at that partition. An example of 1.5-bit constrained optimal control for $N = 2$ is shown in Fig. 13. The marks ‘×’ in Fig. 13(a) are the constrained set $\tilde{U}^{(2)}$. According to nearest vector distance, nine partitions are obtained (see Fig. 13(b)). The signal $u(k)$ for each region is shown below basing on Theorem 1:
\[ u(k) = \begin{cases} 
1, & \text{if } d(k) = \begin{bmatrix} d_1(k) \\
& d_2(k) \end{bmatrix}^T \in D_1, D_2, D_3 \\
0, & \text{if } d(k) = \begin{bmatrix} d_1(k) \\
& d_2(k) \end{bmatrix}^T \in D_4, D_5, D_6 \\
-1, & \text{if } d(k) = \begin{bmatrix} d_1(k) \\
& d_2(k) \end{bmatrix}^T \in D_7, D_8, D_9 
\end{cases} \tag{A.3} \]

If \( \|d_1(k)\|_\infty \leq \bar{d}_1 = 1.5h_\delta \) is satisfied (Fig. 13(c)), the bound of \( d_2(k) \) is obtained according to (A.2) and (A.3):

\[
\begin{align*}
-1.5h_\delta + h_{\delta+1} & \leq d_2(k) \leq 1.5h_\delta + h_{\delta+1}, & \text{for region } D_1, D_2, D_3 \\
-1.5h_\delta & \leq d_2(k) \leq 1.5h_\delta, & \text{for region } D_4, D_5, D_6 \\
-1.5h_\delta - h_{\delta+1} & \leq d_2(k) \leq 1.5h_\delta - h_{\delta+1}, & \text{for region } D_7, D_8, D_9
\end{align*}
\]

Therefore, the shaded region in Fig. 13(d) is the possible input region of \( q_{\delta\in\mathbb{R}}(.) \) for a 1.5-bit constrained optimal control system.

To consider the general case \( N \), the following equations are obtained from (2.3) and Theorem 1,

\[
d_1(k+2) = CA^2x(k+2) + h_\delta r(k+2) \\
= CA^{k+1}x(k+1) + h_{\delta+1}r(k+1) + h_\delta r(k+2) - h_{\delta+2}u(k+1) \\
= \left[ CA^{k+2}x(k) + h_{\delta+2}r(k) + h_{\delta+1}r(k+1) + h_\delta r(k+2) \right] - h_{\delta+2}u(k) - h_{\delta+1}u(k+1) \\
= d_3(k) - [ h_{\delta+2} h_{\delta+1} 0 \cdots 0 ] u(k)
\]

\[ \vdots \]

\[
d_1(k+N-1) = d_N(k) - [ h_{\delta+N-1} h_{\delta+N-2} \cdots h_{\delta+1} ] u(k)
\]
Therefore, the vector $d(k)$ is expressed as,

$$
d(k) = \begin{bmatrix}
d_1(k) \\
d_2(k) \\
\vdots \\
d_N(k)
\end{bmatrix} = \begin{bmatrix}
d_1(k) \\
d_1(k+1) \\
\vdots \\
d_1(k+N-1)
\end{bmatrix} + \begin{bmatrix}
0 & 0 & \cdots & 0 \\
h_{3+1} & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots \\
h_{3+N-1} & \cdots & h_{3+1} & 0
\end{bmatrix} u(k) \tag{A.4}
$$

Because the elements of $u$ belong to constrained set $U$ (see (2.6)), (A.4) shows that if $d_1$ is bounded, elements of $d$ are all bounded indicating that possible input space of $q_{U\infty}(\cdot)$ is a bounded subspace of $R^N$.

Now consider the signal $e$. From Theorem 1 and system (2.3),

$$
e(k+\delta) = C A^4 x(k) + h_{3}(r(k) - u(k))$$

$$= [C A^4 x(k) + h_{3} r(k)] - h_{3} [1 \ 0 \ \cdots \ 0] \Psi^{-1} q_{U\infty}(F x(k) + \Psi \tilde{r}(k))$$

$$= [1 \ 0 \ \cdots \ 0] \begin{bmatrix} d(k) - q_{U\infty}(d(k)) \end{bmatrix} \tag{A.5}
$$

As a result, the filtered error $e$ is the first element of the difference between input and output of $q_{U\infty}(\cdot)$ implying that $e$ is bounded under the condition $\|d_1(k)\|_{\infty} \leq \tilde{d}_1$ because the input space and output of $q_{U\infty}(\cdot)$ are all bounded.

**Appendix B. Proof of Proposition 2**

First, it is shown that error signal $e$ is bounded under the input constraint (ii). From the second equation of (2.3), the constrained signal $u(k)$ is written in the form,

$$u(k) = r(k) - h_{3}^{-1} e(k+\delta) + h_{3}^{-1} C A^4 x(k) \tag{B.1}
$$

Substituting (B.1) into the first equation of (2.3), yields the expression for the system,

$$x(k+1) = (A - Bh_{3}^{-1} C A^4) x(k) + Bh_{3}^{-1} e(k+\delta) \tag{B.2}
$$

From the equation above, it can be shown that $z$-transform of signal $C A^4 x$ is,

$$Z\{C A^4 x\} = P_1(z) E(z) \tag{B.3}
$$

Further, using (B.3), $\|d_1(k)\|$ is written as in [12]

$$\|d_1(k)\| = \|C A^4 x(k) + h_{3} r(k)\| \leq \|P_1(z)\|_{\infty} g(\tilde{d}_1) + h_{3} \|r(k)\|_{\infty} \tag{B.4}
$$

To bound the signal $e$, the following inequality is imposed to satisfy $\|d_1(k)\|_{\infty} \leq \tilde{d}_1$ (see Proposition 1),

$$\|P_1(z)\|_{\infty} g(\tilde{d}_1) + h_{3} \|r(k)\|_{\infty} \leq \tilde{d}_1$$

or alternatively,

$$\|r(k)\|_{\infty} \leq h_{3}^{-1} \left(\tilde{d}_1 - \|P_1(z)\|_{\infty} g(\tilde{d}_1)\right) \tag{B.5}
$$

Since signals $e(0) \leq g(\tilde{d}_1)$ and $d_1(0) \leq \tilde{d}_1$ are bounded initially, system is stable at the beginning. The signal $d_1$ will be bounded at all times if (B.5) is satisfied [12] indicating that the bound of $e$ will be maintained under the input constraint stated in (B.5).

Further, since $e$ is bounded under the condition (ii), the states are bounded if the system (B.2) is stable, indicating that the eigenvalues of the matrix $(A - Bh_{3}^{-1} C A^4)$ must lie inside the unit circle. If the shaping filter $W(z)$ is designed without pole zero cancellation, then the eigenvalues of $(A - Bh_{3}^{-1} C A^4)$ are exactly the zeros of $W(z)$. Therefore the system states are all bounded under the conditions (i) and (ii).
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