Abstract—Large-signal spurious-free dynamic range (SFDR) is useful in an optical system with a high intensity noise level, which can be due to optical reflections or optical beat interference, and with large modulating signals to achieve sufficient carrier-to-noise ratio (CNR). A closed-form analysis on large-signal SFDR due to static and dynamic clipping for direct and external modulation systems is presented in this paper. The analysis can be applied to laser diodes (LD’s) and external modulators with arbitrary transfer functions. We have used the analysis to predict the theoretical upper-bound for large-signal SFDR due to static clipping in an ideal LD and external modulators with various linearization techniques. We have also used the analysis to predict the dynamic-clipping-induced nonlinear distortions (NLD’s) in a weakly clipped LD, and confirm that dynamic clipping is more important to consider than static clipping when weak LD clipping takes place. Large-signal SFDR’s in practical LD’s and external modulators were also compared. The validity of our analysis is confirmed through computer simulation and actual measurement of clipping-induced NLD’s in a typical CATV-quality DFB LD.
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I. INTRODUCTION

TWO-TONE spurious-free dynamic range (SFDR) is defined as the carrier-to-noise ratio (CNR) when the noise floor in the signal bandwidth equals to the third-order intermodulation (IM3) products [1]–[4]. It has been widely used to simultaneously characterize the linearity and noise characteristics of microwave devices (e.g., amplifiers, mixers, etc.), analog-to-digital converters [5]–[6], and optical devices such as laser diodes (LD’s) and external modulators [1]–[4]. Two-tone SFDR is conventionally defined with respect to small input signals, and narrow-band signals such as wireless, digital microwave, and satellite signals. Owing to the small-signal and narrow-band assumptions in defining SFDR, therefore, one only has to consider IM3 products.

Recently, however, the feasibility of clipping-limited large-signal modulation in both direct [7] and external modulation [8]–[9] subcarrier multiplexed (SCM) systems have been investigated, mainly for the purpose of increasing transmission distance and link budget through increasing optical modulation index (OMI) per carrier. But these studies have been mostly concentrated on the case of multiple equal-amplitude channels, which has an aggregated Gaussian statistics [10]–[13]. Since SFDR is defined and measured based on two tones whose aggregated statistics is significantly different from Gaussian [14], there is a need to find a new analytical approach to obtain a closed-form result of clipping-limited, large-signal SFDR. We will show that a large-signal SFDR is (linearly or nonlinearly) inversely proportional to OMI/carrier. This is quite different from the case of a small-signal SFDR which is OMI-independent [2]. Therefore, when considering large-signal SFDR, there is a tradeoff between SFDR and system power budget. This is because the latter is (linearly or nonlinearly) proportional to OMI.

Large-signal SFDR is also needed from the standpoint that the noise floor in a signal bandwidth can be very large in some system applications. For example, relative intensity noise (RIN) due to optical reflections [15] or optical beat interference [16]–[19] can be as high as –95 to –120 dB/Hz. In this case, a large-signal modulation may be needed to overcome the high noise floor in order to maintain a required CNR, and consequently clipping-induced IM products may occur [20].

Conventionally, the analysis of clipping-induced NLD’s has always been based on the assumption of static clipping [11]–[13], i.e., the clipping phenomenon is not frequency-dependent, which is generally true for external modulators. The analytical result thus obtained can be used as an upper bound on the channel capacity of an optical transmitter. However, it has been recently found that this upper bound is over-optimistic for a LD, because nonlinear distortions (NLD’s) due to dynamic clipping cannot be ignored [20]–[24]. The NLD’s due to dynamic clipping are different from those caused by laser relaxation oscillation frequency, and can cause a significant turn-on delay in a modulating sinusoidal signal. In particular, dynamic clipping can dominate over other nonlinear mechanisms when a LD is weakly clipped. Therefore, the effect of dynamic clipping on SFDR must be carefully examined.

In this paper, we investigate the SFDR due to static and dynamic clipping in direct and external modulation systems. Closed-form solutions of carrier-intermodulation ratio (C/IM) based on spectral analysis [7], [12], [25] are provided in Section II for optical transmitters with arbitrary transfer functions. The concept and analysis of large-signal SFDR are provided in Section II. Computer simulation results are...
given in Section III to verify the closed-form derivations. To investigate the effect of LD dynamic clipping, we also carried out several experiments in this paper. The measurement of an L-I curve when a LD is under dynamic clipping is described in Section IV. Based on the measured dynamically clipped L-I curve, the IM products of a clipped-LD are calculated by using the closed-form formulae derived in Section II. The calculated results are compared with the measured ones in Section V. The clipping-limited SFDR performances for LD’s and external modulators are provided in Section VI. Further discussion on the concept of large-signal SFDR’s is included in Section VII. Our conclusion is given in Section VIII.

II. ANALYSIS

A. Closed-Form Solution for Two-Tone IM Products

We start with the two-tone modulating signal \( I(t) \) given by
\[
I(t) = I_b + I_m [\cos(\omega_1 t + \phi_1) + \cos(\omega_2 t + \phi_2)]
\]  
(1)
where \( I_b \) is the bias current, \( I_m \) is the amplitude of each modulating carrier, and \( \phi_1, \phi_2 \) are two independent random phases uniformly distributed in \([0, 2\pi]\). The amplitude \( I_m \) equals to \( m (I_b - I_{th}) \) where \( I_{th} \) is the laser threshold and \( m \) is the electrical modulation index per carrier and is assumed to be equivalent to OMI/carrier. Assuming the transfer function of a LD is given by \( g(\cdot) \), i.e. \( g(\cdot) \) represents the L-I (light power versus bias current) curve, the optical intensity \( y(t) \) can be written as \( y(t) = g(I(t)) \) (in case of external modulators, the modulating current \( I(t) \) should be replaced by the modulating voltage \( V(t) \) and \( g(\cdot) \) represents the L-V curve). The autocorrelation function \( R_y(\tau) \) of \( y(t) \) is given as [25]
\[
R_y(\tau) = E\{y(t + \tau)y(t)\}
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(f_1) G(f_2) E\{\exp(j2\pi f_1 I(t + \tau))\} \exp(j2\pi f_2 I(t)) \, df_1 \, df_2
\]
(2)
where \( E\{\cdot\} \) is the expectation operator and \( G(\cdot) \) is the Fourier transform of \( g(\cdot) \). Substituting (1) into (2), we can obtain \( R_y(\tau) \) as
\[
R_y(\tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(f_1) G(f_2) \exp(j2\pi f_1 I_b) \cdot \exp(j2\pi f_2 I_b) J_0(\beta_1) J_0(\beta_2) \, df_1 \, df_2
\]
(3)
where \( J_0(\cdot) \) is the zeroth-order Bessel function of the first kind, and
\[
\beta_1 = \sqrt{\beta_1^2 + \beta_2^2 + 2\beta_1 \beta_2 \cos(\omega_1 \tau)}
\]
\[
\beta_2 = \sqrt{\beta_1^2 + \beta_2^2 + 2\beta_1 \beta_2 \cos(\omega_2 \tau)}
\]
(4)
and
\[
r_1 = 2\pi f_1 I_m,
\]
\[
r_2 = 2\pi f_2 I_m.
\]
(5)
Note that \( J_0(\beta_1) J_0(\beta_2) \) can be expanded as
\[
J_0(\beta_1) J_0(\beta_2) = [J_0(r_1) J_0(r_2)]^2
+ 2J_0(r_1) J_0(r_2) \sum_{k=1}^{\infty} J_k(r_1) J_k(r_2) (-1)^k \cos(k\omega_1 \tau)
+ \sum_{n=1}^{\infty} J_n(r_1) J_n(r_2) (-1)^n \cos(n\omega_2 \tau)
+ 4 \sum_{k=1}^{\infty} J_k(r_1) J_k(r_2) (-1)^k \cos(k\omega_1 \tau)
\]
\[
+ \sum_{n=1}^{\infty} J_n(r_1) J_n(r_2) (-1)^n \cos(n\omega_2 \tau)
\]
(6)
where \( J_k(\cdot) \) is the \( k \)th order Bessel function of the first kind. From (3) and (6), the output autocorrelation function of an arbitrary IM product at \( k\omega_1 \pm n\omega_2 \) can be obtained as
\[
R_{k\omega_1 \pm n\omega_2}(\tau) = 2(-1)^{k+n} \cdot \left[ \int_{-\infty}^{\infty} G(f) \exp(j2\pi f I_b) J_k(r) J_n(r) \, df \right]^2 \cos(\omega (k\omega_1 \pm n\omega_2) \tau)
\]
(7)
where \( r = 2\pi f I_m \). The output autocorrelation function for fundamental frequency components at \( \omega_1 \) and \( \omega_2 \) are obtained by letting \( k = 1, n = 0, \) and \( n = 1, k = 0, \) respectively, and for any order of IM product can be obtained with \( k \neq 0 \) and \( n \neq 0. \) Consequently, mean square current of any frequency component, \( \langle I^2_{k\omega_1 \pm n\omega_2} \rangle \) due to two-tone modulation can be obtained by setting \( \tau = 0 \) in the autocorrelation function \( R_{k\omega_1 \pm n\omega_2}(\cdot) \), and is given by
\[
\langle I^2_{k\omega_1 \pm n\omega_2} \rangle = 2(-1)^{k+n} \cdot \left[ \int_{-\infty}^{\infty} G(f) \exp(j2\pi f I_b) J_k(r) J_n(r) \, df \right]^2.
\]
(8)
Given a (static or dynamic) laser L-I curve \( g(\cdot) \), (8) can be rewritten as
\[
\langle I^2_{k\omega_1 \pm n\omega_2} \rangle = 2(-1)^{k+n} \cdot \left[ \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} g(x) \exp(-j2\pi f x) \, dx \right\} \exp(j2\pi f I_b) J_k(r) J_n(r) \, df \right]^2
\]
(9)
where
\[
F(x) = \int_{-\infty}^{\infty} \exp(-j2\pi f (x - I_b)) J_k(r) J_n(r) \, df
= \begin{cases} \cos[2\pi f (x - I_b)] J_k(r) J_n(r) \, df & k \pm n \text{ is even.} \\
-2j \int_{0}^{\infty} \sin[2\pi f (x - I_b)] J_k(r) J_n(r) \, df & k \pm n \text{ is odd.} 
\end{cases}
\]
(10)
Equation (10) cannot be numerically integrated because the re-
result of integrating the product of higher order Bessel functions \((k, n \geq 1)\) from zero to infinite does not converge. Therefore, further manipulations on (9) is needed.

In (10), we first consider the case when \(k \pm n\) is odd

\[
F(x) = \frac{-j}{\pi l_m} \int_0^\infty \sin \left( \frac{r}{l_m} (x - I_b) \right) J_k(r) J_n(r) \, dr
\]

\[
= \frac{-j}{\pi l_m} \int_0^\infty \sin \left( \frac{r}{l_m} (x - I_b) \right) \, dr
\]

\[
\cdot \left\{ \frac{2}{\pi} \int_0^{\pi/2} J_{k+n}(2r \cos(\theta)) \cos((k - n)\theta) \, d\theta \right\}
\]

\[
= \frac{-2j}{\pi^2 l_m} \int_0^{\pi/2} \cos[\theta] \sin \left( \frac{\mu \sin^{-1} \left( \frac{b}{a} \right) \mu}{\sqrt{a^2 - b^2}} \right)
\]

\[
\cdot \left\{ \int_{I_b - aI_m}^{I_b + aI_m} g(x) \, dx \right\} \, d\theta.
\]

By substituting (11) into (9)

\[
\int_{-\infty}^{\infty} g(x) F(x) \, dx
\]

\[
= \frac{-2j}{\pi^2 l_m} \int_0^{\pi/2} \cos[\theta] \sin \left( \frac{\mu \sin^{-1} \left( \frac{b}{a} \right) \mu}{\sqrt{a^2 - b^2}} \right)
\]

\[
\cdot \left\{ \int_{I_b - aI_m}^{I_b + aI_m} g(x) \, dx \right\} \, d\theta.
\]

where

\[
\mu = k + n \quad \text{(odd number)}
\]

\[
v = |k - n|
\]

\[
a = 2\cos(\theta).
\]

By substituting (11) into (9)

\[
\int_{-\infty}^{\infty} g(x) F(x) \, dx
\]

The bounded integration limits in (16) enable one to numerically calculate the mean square current at \(k\omega_1 \pm n\omega_2\) for \(k\pm n\) is odd. In other words, the fundamental output signal power and odd-order IM product power resulted from modulating a laser (whose L-I transfer function is \(g(x)\)) by two tones at \(\omega_1\) and \(\omega_2\) can all be calculated from (16). Following the same derivation procedure, we can obtain the general expression of \(\langle i^2_{k\omega_1 \pm n\omega_2} \rangle\) when \(k \pm n\) is even

\[
\langle i^2_{k\omega_1 \pm n\omega_2} \rangle = \frac{8}{\pi^4} \left[ \int_0^{\pi/2} \cos[\theta] \left\{ \int_{-\pi/2}^{\pi/2} g(I_b + aI_m \sin(\lambda)) \right. \right.
\]

\[
\cdot \left. \left( \int_{-\pi/2}^{\pi/2} g(I_b + aI_m \sin(\lambda)) \right) \, d\theta \right\} \, d\theta \right]^2.
\]

Note that (16) and (17) are also applicable to the case of external modulations if \(g(x)\) is used to represent the L-V transfer function of an external-modulator-based optical transmitter and the modulating current signal \(I(t)\) is replaced by the corresponding modulating voltage signal \(V(t)\).

### B. Analysis of Large-Signal SFDR

According to its definition, SFDR is equal to CNR and \(C/IM^3\) as follows:

\[
\text{SFDR} = \frac{\langle i^2_{\lambda} \rangle}{\langle i^2_{\lambda} \rangle} \cdot \text{BW} = \frac{\langle i^2_{\lambda} \rangle}{\langle i^2_{\lambda} \rangle}
\]

where \(\text{BW}\) is the signal bandwidth. According to (16)

\[
\langle i^2_{\lambda} \rangle = \frac{8}{\pi^4} \left[ \int_0^{\pi/2} \cos[\theta] \left\{ \int_{-\pi/2}^{\pi/2} g(I_b + aI_m \sin(\lambda)) \right. \right.
\]

\[
\cdot \left. \left( \int_{-\pi/2}^{\pi/2} g(I_b + aI_m \sin(\lambda)) \right) \, d\theta \right\} \, d\theta \right]^2.
\]

\[
\langle i^2_{\mathrm{IM}^3} \rangle = \frac{8}{\pi^4} \left[ \int_0^{\pi/2} \cos[\theta] \left\{ \int_{-\pi/2}^{\pi/2} g(I_b + aI_m \sin(\lambda)) \right. \right.
\]

\[
\cdot \left. \left( \int_{-\pi/2}^{\pi/2} g(I_b + aI_m \sin(\lambda)) \right) \, d\theta \right\} \, d\theta \right]^2.
\]

The total mean square noise current \(\langle i^2_{\lambda} \rangle\) includes RIN noise, shot noise, and receiver thermal noise. Note that, once the noise floor \(\langle i^2_{\lambda} \rangle \cdot \text{BW}\) is specified, only a single value of OMI/carrier satisfies the equation of \(\text{CNR} = \text{C/IM}^3\). By substituting this particular OMI/carrier into the CNR calculation, the corresponding SFDR can be obtained. In other words, once OMI/carrier is fixed, the SFDR is fixed. This condition is very different from the small-signal SFDR which is independent of OMI/carrier. This important point is illustrated in Fig. 1 (where \(P_{\text{in}}\) and \(P_{\text{out}}\) are the input and output RF/microwave power, and \(\text{SFDR}_{\text{norm}}\) is equal to CNR per Hz\(^{2/3}\)), from which we can see that the small-signal \(\text{SFDR}_s\) can be easily estimated from the normalized \(\text{SFDR}_{\text{norm}}\) based on the relationship \(\text{SFDR}_s = \text{SFDR}_{\text{norm}} + (2/3)10 \log(BW_2)\), without knowing the OMI/carrier or the device transfer function \(g(x)\). On the other hand, the large-signal \(\text{SFDR}_l\) can be estimated only if the OMI/carrier and \(g(x)\) are both known.
The above concept can be further explained to get a better insight understanding as follows. From Fig. 1, once a small-signal SFDR at a certain input RF or microwave driving power is given, we can estimate not only the total noise per hertz, but also the constant third-order coefficient of the Taylor series expansion of the LD or external modulator transfer function. We can then use the third-order Taylor series coefficient to predict the IM3 for any other input RF/microwave power. However, a large-signal SFDR is obtained only when OMI/carrier, the center frequency of a narrow-band signal, and are all given. Therefore, a large-signal SFDR not only can provide information about the noise floor, but also a Taylor series whose coefficients are OMI/carrier and -dependent.

Equation (18) can be used to obtain the static-clipping limited large-signal SFDR for both a LD and an external modulator. However, in the case of an LD, SFDR due to (1) dynamic clipping [20]–[24] or (2) laser relaxation oscillation can become predominant. SFDR due to dynamic clipping can be obtained from (16) and (17) as long as the L-I transfer function due to dynamic clipping can be measured, as will be demonstrated in Section IV. SFDR due to laser relaxation oscillation can be approximately estimated according to [2]

\[ SFDR \approx \frac{2}{3} \cdot 10 \log \left( \frac{I_d}{f_r^2} \left( \frac{f_c}{f_r} \right)^4 - \frac{1}{2} \left( \frac{f_c}{f_r} \right)^2 \right) \]  

(21)

where \( I_d \) is the detected photocurrent, \( f_r \) is the relaxation oscillation frequency of semiconductor LD, and \( f_c \) is the center frequency of the two modulating carriers. Whether static clipping, dynamic clipping, or relaxation oscillation becomes the dominant factor in determining the final large-signal SFDR depends on the OMI/carrier, \( f_r, f_c \), and the intrinsic linearity characteristics of the L-I or L-V curve.

III. COMPARING IMn PRODUCTS FROM ANALYSIS AND COMPUTER SIMULATION

Computer simulations were carried out to verify (16) and (17) by using two transfer functions \( g(x) \). One is the ideal laser L-I curve and the other is the ideal L-V curve of an external modulator, which are shown in the insets of Figs. 2 and 3, respectively. In our simulations, the phases of the two tones were assumed to be random, and the resultant IMn products were obtained by averaging over 20000 times with respect to the fast-Fourier-transformed (FFT) spurious frequency components. The results are shown in Figs. 2 and 3, for the cases of ideal L-I and L-V, respectively. We can see that the analytical results match the simulation results almost exactly for 0.51 \( \leq \) OMI/carrier \( \leq 0.6 \), and the match also holds for OMI/carrier > 0.6 (not shown). Note that all even order NLD’s are zero for an ideal L-V transfer function whose bias is at its inflection point, as expected.

From Figs. 2 and 3, we note that when OMI/carrier > 0.51, the lower order NLD’s, i.e., the second- or third-order NLD’s, are more critical than higher order NLD’s. This observation can be compared with the spectral analysis results for an ideal L-I curve when there are multiple equal-amplitude channels [7]. In that case, the second- and third-order NLD’s become dominant only when the total root-mean-square (rms) OMI is greater than about 0.45. In a typical downstream CATV LD which transports multiple equal-amplitude AM-VSB channels, the total rms OMI due to AM channels usually is about from 0.25 to 0.3, and the dominant NLD’s for an ideal L-I curve are the fifth- or sixth-order.

From our results given in Figs. 2 and 3, therefore, a third-order predistortion circuit should be very helpful to increase the dynamic range of an ideal LD which is used to transport multiple unequal-amplitude signals within a narrowband. We will see later in Section V that even when the laser is nonideal, the resultant NLD’s are the same as those given in Fig. 2 when strong clipping due to narrow-band signals takes place (when OMI/carrier > 0.6).

It can also be observed from Figs. 2 and 3 that the difference between C/IM3 due to ideal laser L-I and ideal external modulator L-V is about 6 dB, as summarized in Fig. 4. The main reason is that the latter is a two-sided limiter, while the former is a one-sided limiter. This 6 dB difference has also been observed in the case of multiple equal-amplitude channels [8]. Also shown in Fig. 4 is the analytical (or simulation) C/IM3 results for several other transfer functions of external modulators (as illustrated in Fig. 5), including those for a conventional Mach–Zehnder interferometer (MZI) modulator, an MZI modulator with a perfect arcsine predistorter, and an MZI modulator with a third- and fifth-order arcsine predistorter [8]. In Fig. 4, the performance of C/IM3 (in the
Fig. 2. C/IM\(_n\) versus OMI/carrier for an ideal laser diode (with an L-I curve shown in the inset) from calculation (lines) and computer simulation (symbols). The subscript \(n\) indicates the order of nonlinearity.

range of OMI/carrier \(>0.508\) from the best to the worst is in the following sequence: ideal external modulator, MZI with a third- and fifth-order arcsine predistorter, MZI without predistorter, and MZI with perfect arcsine predistorter. Note MZI with a third- and fifth-order arcsine predistorter and MZI without predistorter are intrinsically nonlinear under small-signal modulations, hence C/IM\(_3\) have finite values even OMI/carrier is in the small-signal region.
IV. MEASUREMENT OF L-I CURVE FOR A LD UNDER DYNAMIC CLIPPING

The L-I curve for a LD under dynamic clipping is obtained by comparing the output and input waveforms when a sinusoidal modulating signal has an OMI slightly greater than 1.0. An example is illustrated in Fig. 6. Fig. 6(a) shows the input waveform of a 307.2625 MHz signal (dashed curve) and the corresponding LD output waveform (solid curve) when OMI ≈ 1.0. It can be seen that, when compared with the input
Fig. 6. (a) One cycle of measured (normalized) optical time response for a sinusoidal modulating current of frequency 307.2625 MHz and peak OMI of 1.0. The dotted and the solid lines illustrate the modulating carrier and the measured optical intensity output, respectively. (b) Dynamically clipped L-I curve (normalized) obtained from Fig. 6(a). The solid and dotted lines are converted from the rising and falling periods in Fig. 6(a), respectively.

waveform, the output waveform has a clear turn-on delay in the rising period, and a very small amplitude compression at the lower edge of the falling period. Note that in Fig. 6(a), the input and output waveforms were carefully adjusted to be in-phase and are curve-fitted with respect to each other via a minimum-mean-square-error (MMSE) algorithm. The oscillating portion in the second-half cycle is related to the relaxation oscillation frequency of the semiconductor laser. By normalizing the output waveform with respect to the input waveform, the normalized L-I curves for the rising and falling periods can then be separately obtained, and are shown by solid and dashed curves in Fig. 6(b), respectively. Note also that the normalized L-I curves obtained in these two periods are different when clipping occurs, but are the same when clipping does not occur. Since the spurious IM products are the average results of the IM products generated from each L-I curve, the resultant \( n \)th order IM\(_n\) products can be written as follows:

\[
\text{IM}_n = \frac{1}{2} \cdot \text{IM}_{n, \text{falling period}} + \frac{1}{2} \cdot \text{IM}_{n, \text{rising period}} \tag{22}
\]

where IM\(_n\) is calculated by substituting the measured dynamically clipped L-I curve (as the function \( g(x) \)) into (16) and (17).

Fig. 7. The dynamically clipped L-I curves for a sinusoidal modulating current with a frequency of (a) 151.25 MHz and (b) 499.25 MHz, each has a peak OMI of 1.0.

A normalized dynamically clipped L-I curve such as the one in Fig. 6(b), however, is dependent on the frequency of the modulating signal. When a large-signal SFDR for narrow-band signals is to be estimated, the center frequency of the two closely spaced modulating tones can be used to measure the L-I curves. To show that the dynamically clipped L-I curves are indeed frequency-dependent, we use two other frequencies, i.e., 151.25 and 499.25 MHz, each with a peak OMI \( \approx 1.0 \), to obtain different L-I curves as shown in Fig. 7(a) and (b), respectively. We can see that when the frequency of the modulating tone increases, the zero output light region (proportional to the turn-on delay) increases, and the undulation of the L-I curve (due to laser relaxation oscillation) becomes looser.

V. COMPARING THE MEASURED AND CALCULATED IM\(_n\) PRODUCTS OF A CLIPPED-LD

We carried out a C/IM\(_3\) measurement by using a typical CATV-quality distributed feedback (DFB) laser which can be used to transport 80 AM-VSB channels with standard performance. The laser threshold and bias currents were 8.9 and 23.5 mA, respectively. We used two tones at 169.25 and 193.25 MHz to measure the C/IM\(_3\) when the laser is operated in weak and strong clipping regimes. We also used a single
Fig. 8. C/IM$_3$ versus OMI/carrier for a directly modulated laser diode. Shown in the figure are calculated results based on ideal L-I curve (line), measured DC L-I curve (dash-dot), and measured dynamically clipped L-I curve (solid circles). Bars represent the measured data.

tone at 181.25 MHz to measure the dynamically clipped L-I curves for various OMI values. The measured dynamically clipped L-I curves are then plugged into $g(x)$ in (16) so that we can obtain calculated results. Fig. 8 shows the measured (bars) and calculated (solid circles) C/IM$_3$ values. We can see that the differences between the measured and calculated results are within 3–4 dB. Also shown in Fig. 8 are the calculated C/IM$_3$ values based on an ideal L-I curve and the measured conventional dc L-I curve, respectively. We can see that when OMI/carrier is smaller than about 0.6, both the ideal L-I curve and the measured dc L-I curve can result in C/IM$_3$ values over-optimistic by up to 36 dB at OMI/carrier $\approx$ 0.5. Whereas when OMI/carrier is greater than about 0.6, there is essentially no difference among the calculated values based on the ideal L-I curve, the measured dc L-I curve, and the measured dynamically clipped L-I curve. What this implies is that the dynamic-clipping-induced NLD’s dominate when a laser is weakly clipped, while static-clipping-induced NLD’s dominate if a laser is strongly clipped.

Note that the measured relaxation oscillation frequency of the semiconductor LD we used was around 8.5 GHz. With this high relaxation oscillation frequency, the C/IM$_3$ values based on rate equations [2], [21] can be estimated to be much higher than those shown in Fig. 8 when OMI/carrier $>0.51$. Therefore, in the clipping region with OMI/carrier $>0.51$, IM$_3$ products due to laser relaxation oscillations can be neglected even though the modulating tone sees a significant undulation in the dynamically clipped L-I curve (Figs. 6 and 7).

Now we know that dynamic clipping plays an important role in the weak clipping region (especially when OMI/carrier is close to 0.5). We also know that the dynamically clipped L-I curves are frequency-dependent, as shown in Figs. 6(b), and 7(a) and (b). It is therefore worthwhile to check if our theoretical model can match measured weak-clipping-induced NLD’s due to narrow-band modulating signals in different frequency regions. To verify this point, we used three sets of narrow-band modulating carriers, i.e., (139.25,163.25), (295.2625, 319.2625), and (487.25,511.25) MHz, with OMI/carrier $\approx$0.5, to carry out the second- to eigth-order IM product measurement. The reason why we pick OMI/carrier $\approx$0.5 is because dynamic-clipping induced NLD’s dominate over those due to other mechanisms by a very large magnitude, as was shown in Fig. 8. The results are shown in Fig. 9(a)–(c) for the three different frequency sets, respectively. We can see that the measured and calculated data match fairly well. The 3–5 dB differences are mainly due to the difficulty in setting the OMI/carrier precisely at 0.5. In our measurement, we find that the unavoidable power level variation of $\pm0.2$ dB for each modulating carrier, which corresponds to a variation of OMI from 0.5 to 0.5 $\pm$ 0.01, can result in 3–8 and 1–4 dB power variations in the measured IM$_2$ and IM$_3$, respectively. This result of measurement uncertainty can also be observed from the solid circles in Fig. 8 that when OMI/carrier changes from 0.5 to 0.51, the resultant C/IM$_3$ can change by about 5 dB. Other measurement uncertainties are due to 1) the amplitude accuracy in measuring the optical time response such as the one given in Fig. 6(a), 2) the slight misalignment of amplitude and phase due to MMSE algorithm in generating the dynamically clipped L-I curve, and 3) the random variations in the power levels of IM products.
It should be noted that the lower order IM products (e.g., second and third) are more severe than higher order IM products. Since ideal L-I curve also gives lower order dominant IM products (see Fig. 2), we conclude that for OMI from slightly less than 0.5 to much higher than 0.5, it is always the lower order IM products dominate. Therefore, in estimating SFDR for narrow-band modulating signals, we only have to consider C/IM3.

VI. SFDR DUE TO DYNAMIC/STATIC CLIPPING IN LD AND STATIC CLIPPING IN EXTERNAL MODULATOR

In Sections III–V, we have concentrated on investigating the IM products due to clipping effects. In this section, we will investigate the theoretical upper-bound for large-signal SFDR due to static clipping in an ideal LD and an ideal external modulator, and will show the SFDR reduction due to LD dynamic clipping.

As described in Section II-B, when the transfer function \( g(x) \) and the system noise floor are both known, the large-signal SFDR and the corresponding optimum OMI/carrier can be obtained from (18). Using this fact, we calculated the SFDR’s and the corresponding optimum OMI/carrier for an ideal LD L-I curve and an ideal external modulator L-V curve, and results are given in Fig. 10. All the points in Fig. 10 were calculated based on a noise floor \( \langle n^2 \rangle \cdot BW \) ranging from \( 7.4 \times 10^{-16} \) to \( 1.0 \times 10^{-9} \) A². These noise floors correspond to a signal bandwidth of 1 MHz, a received photocurrent of 1 mA, a thermal noise current density of 10 pA/\( \sqrt{Hz} \), and a RIN noise ranging from \( -155 \) to \( -95 \) dB/Hz. We can observe that the SFDR of an ideal LD is always better than that of an ideal external modulator by 5–7 dB. However, when we consider the LD dynamic clipping which practically exists, the ideal LD static SFDR performance is degraded significantly for OMI/carrier \( >0.6 \). Note also that the SFDR’s for the ideal LD and the ideal external modulator approach infinite when OMI/carrier is close to 0.5 because of the perfect (one-sided or two-sided) limiter characteristics. On the other hand, when we consider a dynamically clipped L-I curve, the clipping occurs even when OMI/carrier is smaller than 0.5 because of the slight bending of the L-I curve near its knee (see Figs. 6(b) and 7).

Calculated SFDR’s for the MZI modulators with various linearization techniques (whose transfer functions were given in Fig. 5) are shown in Fig. 11. The values of the noise floor are the same as those used for Fig. 10. It is interesting to see that, when using conventional MZI modulator as an example, the largest large-signal SFDR based on our analysis corresponds to the small-signal SFDR by using conventional method [2]. We also note that those L-V curves with a perfectly linear center region such as an ideal external modulator and an MZI modulator with a perfect arcsine predistorter (see Fig. 5) has their SFDR’s approaching infinite when OMI/carrier is close to 0.5.

If we plot the SFDR of a dynamically clipped LD also on Fig. 11, as shown by dotted lines, we can find a very informative comparison as follows. First of all, we note that for a device with a better linearity, its IM3 versus OMI/carrier curve will intersect with a given system noise floor at a higher optimum OMI/carrier where the corresponding SFDR is obtained. Now if we compare the optimum OMI/carrier along the same noise floor (i.e., the contour lines in Fig. 11) for various devices, we can see that a typical CATV-quality LD exhibits a higher OMI/carrier than that of a MZI modulator with a third- and fifth-order arcsine predistorter. This implies that the linearity of a dynamically clipped LD is better than that of a commercial MZI modulator which uses a third- and fifth-order arcsine predistorter.
Fig. 10. Comparing SFDR versus OMI/carrier for ideal L-I curve (open circles), ideal L-V curve (open diamonds), and dynamically clipped L-I curve (solid circles). Solid circles were measured based on a dynamically clipped LD and two modulating tones centered at 181.25 MHz. The dashed lines represent the contours of mean square current noise floor.

Fig. 11. Comparing SFDR versus OMI/carrier for MZI modulators with various linearization techniques. All data except the dotted line are based on calculations. The dashed lines represent the contours of mean-square current noise floor.

However, direct- and external-modulation systems may have different system noise floors. Therefore, their SFDR’s must not be compared on the same contour line in Figs. 10 or 11. For example, assuming that the RIN noise of an externally and a directly modulated system are $-155$ dB/Hz (noise floor $= 7.4 \times 10^{-16}$) and $-140$ dB/Hz (noise floor $= 1.0 \times 10^{-14}$),
Fig. 12. Demonstrating the concept shown in Fig. 1 by actual measurement and calculations. It can be seen that the third-order intermod in the region of OMI/carrier close to 0.5 does not follow the conventional 1:3 growth rate, and can be predicted by using our analysis. The conventional 1:3 region is apparently for small modulating signals and low noise floors. BW1 and BW2 differ by a factor of four.

respectively. The corresponding SFDR’s for a dynamically clipped LD and an MZI modulator with a third- and fifth-order arcsine predistorter are 70.1 dB (point A) and 76.5 dB (point B), respectively. Therefore, the latter exhibits a better SFDR, even though its linearity is inferior to the former.

Note that the varying slope is due to the fact that the third-order coefficient in the Taylor series expansion is OMI-dependent, as explained earlier. Another fact in Fig. 12 we should point out is that when the modulating signal becomes too large, it is always the static clipping that dominates. This fact was already mentioned when we discussed Fig. 8.

VII. DISCUSSIONS

The concept of large-signal SFDR illustrated in Fig. 1 can now be demonstrated in terms of measured and analytical results. In Fig. 12, we can use our analytical model [(18)] to predict how large the IM3 products are when OMI/carrier is close to 0.5. Calculated results for the ideal LD L-I curve and the dynamically clipped L-I curves are shown by solid triangles and circles, respectively (note the dynamically clipped L-I curve is measured by using a 181.25 MHz tone). The measured results are based on two modulating tones at 169.2 and 193.25 MHz. Once again, we can see that the measured data match the calculated data fairly well.

In Fig. 12, we see that when OMI/carrier is near 0.5, IM3 increases much faster than the conventional 3:1 rate (for every 1 dB increase in the fundamental carrier, there is a 3 dB increase in IM3). But IM3 also gradually saturates when P_{in} increases to a very large level. As was explained in the conceptual diagram Fig. 1, the difference between two arbitrary SFDR’s in the large-signal region cannot be related by \((2/3) \cdot 10 \log(BW_1/BW_2)\). This is shown in Fig. 12, in which the difference between SFDR1 and SFDR2 (whose noise bandwidths differ by a factor of four) is \(\approx 6\) dB, rather than the 4 dB predicted by the above formulae.

VIII. CONCLUSION

In this paper, we have investigated the large-signal two-tone SFDR (OMI/carrier near 0.5) due to dynamic/static clipping in LD and static clipping in external modulator. We have derived the closed-form formulae, (16)–(18), which are useful for arbitrarily shaped L-I or L-V transfer functions. In the case of ideal static clipping, a noise floor ranging from \(7.4 \times 10^{-16}\) to \(1.0 \times 10^{-9}\) A^2 and OMI/carrier \(>0.5\), we observe that the SFDR of an ideal LD is always better than that of an ideal external modulator by 5–7 dB. However, in the case when a realistic LD with dynamic clipping is considered, the ideal LD static SFDR performance is degraded significantly when OMI/carrier \(<0.6\). In other words, dynamic-clipping-induced NLD’s dominate when a laser is weakly clipped (e.g., OMI/carrier is in the vicinity of 0.5), while static-clipping-induced NLD’s dominate if a laser is strongly clipped (e.g., OMI/carrier \(>0.6\)). The effects of LD static and dynamic clippings were both confirmed by measuring the dynamically clipped L-I curve and the corresponding NLD’s of a typical CATV-quality DFB LD. Through analysis and measurement, we can clearly see that a large-signal SFDR depends on not only the transfer functions, but also on OMI/carrier. This fact is very different from the conventional small-signal SFDR.
It should also be noted that the large-signal SFDR for a LD under dynamic clipping depends further on modulating signal frequency, which restricts the applicability of our SFDR results to narrow-band signals. We have also used our theoretical model to predict the NLD’s arising from the MZI modulators with various linearization techniques. By comparing the large-signal third-order intermodulation products of LD’s and external modulators, we see that even though dynamic clipping significantly degrades the linearity of a LD, a typical CATV-quality LD can still exhibit a better linearity than that of a MZI modulator with a third- and fifth-order arctan predistorter. However, the SFDR comparison between these two devices can only be made when the system noise floor is known.
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