Reduction of the total execution time to achieve the optimal $k$-node reliability of distributed computing systems using a novel heuristic algorithm
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Abstract

A distributed computing system is a collection of processor–memory pairs connected by communication links. A $k$-node set is a subset of total nodes in a distributed computing system. A $k$-node set with capacity constraint is a $k$-node set that possesses sufficient node capacity. Because computing the reliability of a distributed computing system is generally an NP-hard problem, an adequate $k$-node set with a given capacity constraint must be determined by an effective algorithm with an approximate reliability. Relatively few investigations, namely an exact method and a $k$-tree reduction method, have examined $k$-node reliability optimization with capacity constraint. Such investigations either spent an exponential time or rarely obtained an optimal solution. Therefore, in this work, we present a novel heuristic algorithm to reduce the computational time and deviation from an exact solution. The proposed algorithm has simple independent steps, including selection of $k$-node sets according to a node’s weight or a link’s weight. The number of selected $k$-node sets is either one or two, thereby spending less time to compute the reliability of $k$-node sets. Computational results demonstrate that the proposed algorithm is more effective and provides a better solution for a large distributed computing system than those in previous investigations. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Recent developments in computer networking and low cost computational elements have led to increasing interest in distributed computing systems (DCS). DCS, a collection of processor–memory pairs connected by communication links, is logically integrated by a distributed communication network. The communication subnet may be a geographically dispersed collection of communication processors or a local area network [1–3]. The numerous merits of using DCS include improved resource sharing, enhanced fault tolerance and high reliability.

The economic benefits of resource sharing largely account for the importance of DCS. A DCS focuses on providing efficient communication among various nodes, thereby increasing their reliability and making their service available to more users [4]. Designing such systems must consider system reliability which heavily relies on the topological layout of communication links [5–7].

The topology of a network can be characterized by a linear graph. These network topologies can be characterized by their network reliability, message-delay, or network capacity. The performance characteristics depend on many properties of the network topology [8–13]: the number of ports at each node (degree of a node) and the number of links. The number of links directly impacts the system reliability.

Previous literature provides reliability optimization models of DCS that optimize source to destination reliability, $k$-out-of-$n$ systems reliability and overall system reliability [7,14,15]. Two reliability optimization models have been presented in [16].

As defined, $k$-node reliability is the probability that nodes in the $k$-node set (subset of the set of processing elements) in the DCS are connected. The exact method (EM) [17] and the $k$-tree reduction method [18] have examined $k$-node reliability optimization with capacity constraint. These either spent an exponential time or barely obtained an optimal solution.

This work focuses mainly on how to compute nearly maximum system reliability objectives with capacity...
2. Problem description

In this section, we describe the problem addressed herein to clarify our research objectives.

2.1. Notations and definitions

The following notations and definitions will be used.

\( c(G_k), c(G'_k) \) the sum of capacity of the \( k \)-node set \( G_k \) and \( G'_k \), respectively

\( c(v_i) \) the capacity of the \( i \)-th node.

\( d(v_i) \) the number of links connected to the node \( v_i \).

\( e \) the number of links in \( G \), \( e = |E| \).

\( e_{ij} \) an edge represents a communication link between \( v_i \) and \( v_j \).

\( n \) the number of nodes in \( G \), \( n = |V| \).

\( p_{ij} \) the probability of success of link \( e_{ij} \).

\( q_{ij} \) the probability of failure of link \( e_{ij} \).

\( v_i \) the \( i \)-th processing element or the \( i \)-th node, \( v_i \in V \).

\( w(v_i) \) the weight of the \( i \)-th node.

\( w(e_{ij}) \) the weight of the link \( e_{ij} \).

\( y_{ij} \) the number of path which length is 2 between \( v_i \) and \( v_j \).

\( C_{\text{constraint}} \) total capacity limit in a DCS.

\( G = (V,E) \) an undirected DCS graph where \( V \) denotes a set of processing elements, and \( E \) represents a set of communication links.

\( G_k, G'_k \) the graph \( G \) with the set \( K \) of nodes specified, and \( |K| \geq 2 \), \( G_k, G'_k \subset G \).

\( P \) the link reliability matrix where \( P(i,j) = P(j,i) \) if \( e_{ij} \) exists in \( G \), \( P(i,j) = p(j,i) = 0 \), otherwise for \( i,j = 1,2,...,n \).

\( R(G_k) \), \( R(G'_k) \) the reliability of the \( k \)-node set and solution of a DCS graph \( G \).

\( V_{\text{adj}(G_k)} \), \( V_{\text{adj}(G'_k)} \) a set of nodes which are adjacent to any node of \( G_k \) and \( G'_k \), respectively.

Definition 1. A \( k \)-node reliability(KNR) is defined as the probability that a specified set \( K \) of nodes is connected (where \( K \) denotes a subset of the set of processing elements).

Definition 2. A node \( v_i \) is directly connected to a set \( G_k \) of nodes if and only if there is a link between \( v_i \) and a node in \( G_k \).

Definition 3. The number of reliability computation (NRC) is the number of \( k \)-node sets whose reliability should be computed.

2.2. Problem statements

Bi-directional communication channels operate between processing elements. A distributed computing system can be modeled by a simple undirected graph. For a topology of the DCS with four nodes, say \( V = \{v_1, v_2, v_3, v_4\} \), and five links, say \( E = \{e_{1,2}, e_{1,3}, e_{2,3}, e_{2,4}, e_{3,4}\} \), there are many sunsets of nodes. A set, \( K \), is a subset of the DCS which includes some nodes of the given node set \( V \). The KNR is the probability that a specified set \( K \) of nodes is connected, where \( K \) denotes a subset of set of processing elements. For example, \( K = \{v_1, v_2, v_3\} \) is selected in the DCS with bridge topology. The reliability of the set, \( K \), can be computed by means of a sum of mutually disjoint terms [19].

\[
R(G_k) = p_{1,2}p_{1,3}q_{2,3}q_{2,4} + p_{1,2}p_{1,3}q_{2,3}p_{2,4}q_{3,4} + p_{1,2}q_{1,3}p_{2,3}q_{2,4} + p_{1,2}q_{1,3}p_{2,3}p_{2,4}q_{3,4} + p_{1,2}q_{1,3}p_{2,3}p_{2,4}q_{3,4} + p_{1,2}q_{1,3}p_{2,3}p_{2,4}q_{3,4}.
\]

Assume that probability of \( p_{1,2}, p_{1,3}, p_{2,3}, p_{3,4} \) is 0.95, 0.94, 0.93, 0.92, and 0.91, respectively. Then \( R(G_k) = 0.9958148 \).

A \( k \)-node reliability problem can be characterized as follows:

Given
- Topology of a DCS.
- The reliability of each communication link.
- The capacity of each node.
- A set of data files.

Assumption
- Each node is perfectly reliable.
- Each link is either in the working (ON) state or failed (OFF) state.

Constraint
- The total capacity of data files to be allocated.

Goal
To select a specified set \( K \) of nodes in a DCS to which to allocate data files, by doing so, \( k \)-node reliability is adequate under capacity constraint.

Reliability optimization can be defined in the maximum reliability for computing a given task under some constraints. For a given task, its reliability can be computed as \( R_1, R_2, ..., R_x \) for \( x \) conditions. By doing so, the reliability optimization for the task is the maximal reliability in \( R_1, R_2, ..., R_x \). The heuristic algorithm involves obtaining...
an approximate solution which is close to the maximal reliability in $R_1, R_2, \ldots, R_e$. Restated, a set $K$ of nodes is to be found from the given node set $V$ of a DCS such that the $k$-node set reliability is adequate and the total capacity satisfies the capacity constraint. The main problem can be mathematically stated as follows:

Object: Maximize $R(G_k)$

subject to: $\sum_{v_i \in G_k} c(v_i) \geq C_{\text{constraint}}$,

where $R(G_k)$, $c(v_i)$, $C_{\text{constraint}}$ are defined in Section 2.1.

Obviously, the problem for a large DCS such as a metropolitan area network requires a large execution time. Herein, we develop an effective method that allows $k$-node reliability optimization in a DCS achieve the desired performance. Owing to its computational advantages, a proposed method may be preferred to the EM and the $k$-tree reduction method when a DCS is large.

3. Heuristic algorithm for $k$-node reliability

In this section, we present a heuristic algorithm to maximize $k$-node reliability. The analysis performed herein assumes that all nodes are perfect and links are unreliable.

3.1. The concept of the proposed algorithm

The EM, an optimal solution, requires excessive execution time in large DCS and cannot effectively reduce the problem space. Occasionally, an application requires an efficient algorithm to compute the reliability due to its resource considerations. In these circumstances, achieving optimal reliability may not be desired. Instead, an effective algorithm with an approximate reliability is highly attractive. In fact, most DCS are large and an increasing number of nodes causes exponential growth of the execution time for a solution. Although able to reduce computational time, the $k$-tree reduction method has much difficulty in deriving the optimal solution. Therefore, this work presents a novel algorithm to reduce the total execution time to achieve the optimal KNR of DCS.

Consider a DCS with $n$ nodes and $e$ links. The capacity constraint is $C_{\text{constraint}}$, where its optimal DCS topology is the set $K$ of nodes. Restated, the set $K$ of nodes has the maximum reliability and its total capacity is at least as large as the capacity limit $C_{\text{constraint}}$.

The reliability of a $k$-node set is dependence on the number of links which incident to a node of the $k$-node set and each link reliability. For any node, the degree of that node affecting the number of paths of information can be transferred from others’ nodes. Therefore, we employ a relatively simple means of computing the node value, which takes less time and can quickly compute the weight of each node. The following formula is used to compute the weight of node $v_i$.

\[
 w(v_i) = p_i k_1 + \sum_{x=2}^{d(v_i)} (\prod_{z=1}^{x-1} q_{i,z}) p_{i,z}.
\]  

(1)

The above formula can be rewritten as follows:

\[
 w(v_i) = p_i k_1 + q_{i,k_1} + (q_{i,k_2} * (p_{i,k_3} + (q_{i,k_4} * (p_{i,k_5} + \cdots))))
\]  

(2)

The above formula is easy to program and much reduces the number of multiplication. If the degree of $v_i$ is $d(v_i)$, the weight of $v_i$ can be computed in $d(v_i) - 1$ additions and $d(v_i) - 1$ multiplication. Thus, we can obtain the weight of every node in $2e$ additions and $2e$ multiplication.

In the network, two nodes may contain many paths between them. A path’s length is between one and two. In addition, the value of $v_i$ is not greater than $n - 2$. For reducing the computational time, we consider the path in which length is not greater than two. The following formula is used to evaluate the weight of link $e_{ij}$.

\[
 w(e_{ij}) = p_{ij} + q_{ij} * (p_{i,k} p_{k,j} + \sum_{k=2}^{y_{ij}} (1 - p_{i,k} p_{k,j}) p_{i,k} p_{k,j}).
\]  

(3)

The above formula can be rewritten as follows:

\[
 w(e_{ij}) = p_{ij} + q_{ij} * (p_{i,k} p_{k,j} + (1 - p_{i,k} p_{k,j}) * (1 - p_{i,k} p_{k,j} p_{k,j})) \cdots)
\]  

(4)

The formula can easily edit a program and much reduces the number of multiplicative operations. Where $y_{ij}$ denotes the number in which the length of a path between $v_i$ and $v_j$ is two. In addition, the value of $y_{ij}$ is not greater than $n - 2$. The weight of $e_{ij}$ can be computed in $y_{ij}$ additions, $2y_{ij}$ subtractions and $3y_{ij}$ multiplication. Thus, in the worst case, when the graph is a complete one, all the weights of each link in $e(n - 2)$ additions, $e(n - 2)$ subtractions and $3e(n - 2)$ multiplication can be obtained. Using the characteristic of side effect of programming language, we can finish in $2e(n - 2)$ multiplication instead of $3e(n - 2)$ multiplication.

In this work, we propose a novel heuristic algorithm to compute $k$-node reliability. The algorithm has simple independent steps, including selection of $k$-node sets according to a node’s weight or link’s weight. The following observations can be made on how to reduce a $k$-node set. For a given selected $k$-node set, the reliability of this $k$-node set is less than the reliability of its subset. Thus, during the reliability evaluation process, if a subset of the $k$-node set satisfies the capacity constraint, then the $k$-node set should be replaced by its subset. After obtaining these $k$-node sets, we compute their reliability and output the $k$-node set of maximal reliability.
3.2. The proposed heuristic algorithm

In the following, we present a heuristic algorithm to maximize $k$-node reliability optimal design of a DCS under capacity constraint.

**Algorithm KNR**

**step 0** Initializing, reading system parameters: $n$, $e$, $C_{\text{constraint}}$, $P$, $c(v_i)$, $i = 1, \ldots, n$.

**step 1** /* Evaluating the weight of each node by formula (2).*/

Let $E_{\text{imp}} = E$.

dowhile($E_{\text{imp}} = \emptyset$)

choose a link, say $e_{ij}$, from $E_{\text{imp}}$.

if ($w(v_i) = 0$)

end if

else

end if

end dowhile

Sorting all nodes according to their weight in a descending order.

/* Evaluating the weight of each link by formula (4).*/

Let $E_{\text{imp}} = E$.

dowhile ($E_{\text{imp}} = \emptyset$)

choose a link, say $e_{ij}$, from $E_{\text{imp}}$.

end dowhile

$k = 1$.

dowhile ($k <= n$)

if (link $e_{ik}$ and $e_{kj}$ are exist in $E$)

end if

$k = k + 1$.

end dowhile

Let $E_{\text{imp}} = E_{\text{imp}} - \{e_{ij}\}$ /* discard $e_{ij}$ from $E_{\text{imp}}$ */

end dowhile

step 2 Choosing the first two weightiest nodes as starting node, say $v_i$ and $v_j$, for obtaining an adequate $k$-node set (say $G_k$). Note that $G_k$ is $\{v_i, v_j\}$.

dowhile ($c(G_k) < C_{\text{constraint}}$)

Find $v_i$, such that $w(v_i) = \max \{w(v_i)\} v_i \in G, v_i \notin G_k$.

Let $G_k = G_k \cup \{v_i\}$.

Let $c(G_k) = c(G_k) + c(v_i)$.

end dowhile

step 3 Choosing the weightiest link, say $e_{ij}$. Selecting $v_i$, $v_j$ which are incident with $e_{ij}$ as starting nodes for obtaining another adequate $k$-node set (say $G_k$). Note that $G_k$ is $\{v_i, v_j\}$.

dowhile ($c(G_k) < C_{\text{constraint}}$)

Find $e_{ij}$, such that $w(e_{ij}) = \max \{w(e_{ij})\}$ $v_i \in G_k, v_j \in V_{\text{adj}(G_k)}$.

Let $G_k = G_k \cup \{v_i\}$.

Let $c(G_k) = c(G_k) + c(v_i)$.

end dowhile

step 4 /* Performing reduction processing */

/* If a subset of the $k$-node set satisfied capacity constraint, the $k$-node set is replaced by its subset. */

Find $v_i$, such that $c(v_i) = \min \{c(v_i)\} v_i \in G_k$.

dowhile ($c(G_k) - C_{\text{constraint}} > c(v_i)$ and $|k| > 2$)

Let $G_k = G_k - \{v_i\}$ /* discard $v_i$ from $G_k$ */

Let $c(G_k) = c(G_k) - c(v_i)$.

Find $v_i$, such that $c(v_i) = \min \{c(v_i)\} v_i \in G_k$.

end dowhile

step 5 /* Computing the reliability of the two $k$-node sets and outputting the optimal $k$-node set */

if ($G_k = G_k'$) /* the two selected $k$-node sets are same */

compute $R(G_k) = R(G_k')$.

output $G_k, R(G_k)$.

else /* the two selected $k$-node sets are different */

compute $R(G_k), R(G_k')$.

if ($R(G_k) > R(G_k')$)

output $G_k, R(G_k)$.

else
output $G'_k, R(G'_k)$.
end if
end if

end KNR

3.3. An illustrative example

Fig. 1 illustrates the topology of a DCS with eight nodes and eleven links. The problem involves determining a subset of the DCS which includes some of nodes $v_1, v_2, \ldots, v_8$ whose total capacity at least as large as the capacity constraint of one hundred units.

In step 1, each node’s weight is evaluated by formula (2). The weights of $v_1, v_2, \ldots$, and $v_8$ are 0.998537, 0.9835, 0.9865, 0.9998898, 0.9766, 0.9995756, 0.9696 and 0.999664, respectively. Herein, all nodes are sorted according to their weights in a descending order. Thus, each node’s weight is determined to their weights in a descending order. Thus, each node’s weight is 0.998537, 0.9835, 0.9865, 0.9998898, 0.9766, 0.9995756, 0.9696 and 0.999664, respectively. Herein, all nodes are sorted according to the sorted list of links.

According to the problem (4), we obtain the weight of $e_1, e_2, e_3, \ldots$, and $e_8$ which are 0.89, 0.81, 0.93, 0.85, 0.91, 0.921094, 0.9441, 0.989216, 0.962482, 0.84, 0.975616, respectively. These links are sorted according to weight. The outcome is $e_4, e_5, e_6, e_7, \ldots, e_8, e_5, e_4, e_3, e_2, e_1$ in a descending order.

In step 2, nodes are selected from the sorted list of nodes to generate the first $k$-node set. Initially, $v_4$ and $v_8$ are selected. Notably, the sum of their capacities is 94 and does not satisfy our capacity constraint. Next, the node $v_6$ is included. The sum of capacity of these three nodes is 143, which satisfies the capacity constraint. By doing so, the first $K$-node set $\{v_4, v_6, v_8\}$ is obtained.

In step 3, nodes are selected according to the sorted list of edges to generate the second $k$-node set. Initially, $v_4$ and $v_8$, which are incident with the weightiest link(say $e_{4,8}$) are selected. Notably, the sum of capacity is less than capacity constraint. Next, we check the other link(e.g. $e_{3,4}, e_{4,5}, e_{4,6}$, $e_{1,8}$ and $e_{6,8}$)which are adjacent to nodes $v_4$ or $v_8$. Where $e_{6,8}$ denotes the weightiest link among those links. Therefore, we select $v_6$ which is incident with $e_{6,8}$. We get the second $k$-node set $\{v_4, v_6, v_8\}$ which is same as the first $k$-node set.

In step 4, if the capacity constraints are not satisfied, the sum of capacities of selected nodes is greater than or equal to the capacity constraint, the algorithm is terminated. Repeat the step until no more node can be canceled. Owing to that the capacity of...
3.4. Simulation

The accuracy and efficiency of the proposed algorithm are verified by implementing simulation program C language that are executed on a Pentium 100 with 16M-DRAM on MS-Windows 95. We use many network topologies and generate several hundreds of data for simulation. The reliability of each link and the capacity of each node are generated by random number generator. For verifying the sensitivity of our proposed algorithm, the reliability of each link is given in some different ranges. When the number of nodes in topology is very large, such as exceed 60, obtaining the global optimal solution by the exhaustive method or the EM is nearly impossible. For the reason of verifying the correctness of proposed algorithm, when the topology is very large, we constitute the topology in low connectivity.

4. Results and discussion

Results obtained from our algorithm are compared with those of the exhaustive method, the EM and the $k$-tree reduction method. Table 1 summarizes those results. Fig. 2 demonstrates the number of reliability computation of the EM and our proposed algorithm (only part). Fig. 3 displays the absolute error from exact solution of the $k$-tree reduction method and our proposed algorithm (only part). Although the exhaustive method and the EM can obtain a global optimal solution, the number of reliability computations is increased exponentially according to the number of processing elements of a DCS. The $k$-tree reduction method has improved the number of reliability computations, which is equal to $kn - (k + 1)k/2$ where $n$ denotes the number of nodes in a DCS and $k$ represents the number of nodes of the $k$-node set. However, the absolute error is not very good. The number of reliability computations for the proposed algorithm is constant, which is independent of the topology of DCS. Therefore, the proposed method saves more execution time than the EM and the $k$-tree reduction method for a large DCS. In addition, the absolute error is smaller than those obtained by the $k$-tree reduction method.

Although capable of providing the optimal solution, conventional techniques such as the exhaustive method and the EM cannot effectively reduce the number of reliability computations. An application occasionally requires an
effective algorithm of computing reliability owing to resource considerations. In these circumstances, deriving the optimal reliability may not be a promising option. Instead, an effective algorithm providing approximate reliability is preferred. The \( k \)-tree reduction method can reduce computational time in a moderate DCS, but the deviation from an exact solution is not very precise.

In contrast to the computer reliability problem, which is static-oriented, the KNR problems in the DCS are dynamic-oriented since many factors such as node capacity, DCS topology, link reliability, and the number of paths between each node can significantly affect the efficiency of the algorithm [6,13,20,21]. Thus, quantifying the time complexity exactly is extremely difficult. The complexity of the EM is \( O(2^n \cdot 2^k) \), where \( e \) denotes the number of links and \( n \) represents the number of processing elements. The complexity of the \( k \)-tree reduction method is \( O(2^e \cdot n^2) \). In our proposed algorithm, in the worst case, the complexity of evaluating the weight of each node is \( O(e) \), sorting nodes processing is \( O(n \log n) \), evaluating the weight of each link is \( O(en) \), sorting links processing is \( O(e \log e) \), in the worst case, where topology is complete one, \( e \) is equal to \( n(n-1)/2 \), therefore, \( e \) is smaller than \( n \), selecting the first \( k \)-node set is \( O(n) \), selecting the second \( k \)-node set is \( O(e) \), and computing the reliability of a \( k \)-node set using SYREL is \( O(m^k) \), where \( m \) denotes the number of paths of a selected \( k \)-node set [19]. Therefore, the complexity of the proposed algorithm is \( O(en + m^k) \). In the \( k \)-tree reduction method, which obtains the exact solution below 10\%, the average deviation from exact solution exceeds 6.5\%. In our simulation case, the number of reliability computation of the proposed algorithm is constant. We generate testing data, namely the reliability of each link, according to the range of 0.0 ~ 1.0, 0.5 ~ 1.0, 0.8 ~ 1.0 and 0.95 ~ 1.0. Consequently, we obtained information as follows. The exact solution can be obtained about 80, 80, 90, and 80\%, respectively. The average deviation from exact solution is under 0.03, 0.02, 0.004 and 0.0002, respectively. The error bound is under 0.14, 0.06, 0.04 and 0.001, respectively. In some cases, the number of paths (in which the length is between 3 and \( n-1 \)) of another set of nodes is much more than those of selected \( k \)-node set. Notably, the proposed algorithm cannot obtain the exact solution.

5. Conclusions

This work presents a novel heuristic algorithm to derive a \( k \)-node set with capacity constraint of maximal reliability. The proposed algorithm is compared with the EM and the \( k \)-tree reduction method for various topologies. According to that comparison, the proposed algorithm is more efficient in execution time for a large DCS than those methods. The proposed algorithm based on taking a short time to evaluate the weight of each node and the weight of each link. According to the weights of nodes and links, the algorithm can accurately predict which node will be included to obtain a better \( k \)-node set. The proposed algorithm can also effectively reduce the number of reliability computations. Because the number of reliability computations is either one or two, the proposed algorithm can provide the desired performance. Further, when the proposed algorithm fails to provide an exact solution, the deviation from the exact solution is only slight.
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