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Abstract—The capacity of a fast frequency-hopped multiple access (FHMA) system is dictated by two major related design concerns: the hopping pattern and the receiver structure. This paper studies the impact of these two factors. We present a maximum likelihood (ML) diversity combiner for detecting asynchronous FHMA multilevel FSK (MFSK) signals in Rician fading channels and analyze the performance of a close approximation of the ML receiver. We compare systems using random hopping patterns and those using optimal hopping patterns of Einarsson [8]. Performance comparisons between chip-synchronous and chip-asynchronous systems are made as well. We propose and examine the effectiveness of a two-stage multiuser detector, in which the first stage makes an initial decision while the second stage tries to reduce multiple access interference (MAI) and resolve the ambiguity left by the first stage detector. The MAI caused by undesired users is constituted by a cochannel interference (CCI) contribution and an interchannel interference (ICI) contribution. This detector is of modest complexity and is capable of removing most of the CCI and part of the ICI. Two methods for mitigating MAI are also examined.
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I. INTRODUCTION

The detection of a code division multiple access (CDMA) signal is often hampered by the interference generated by system users whose carrier frequencies are the same [i.e., cochannel interference (CCI)] or close to [interchannel interference (ICI)] that used by the desired user. Therefore, in order to enhance the signal’s detectability and increase the system’s capacity, one needs to devise a detection scheme for reducing both the CCI and ICI. This paper suggests several detector structures for the fast frequency-hopped multiple access systems studied in [1]–[10]. We also examine their efficiency in dealing with the above-mentioned interference and evaluate the related system capacity as well as spectral efficiency.

Earlier analysis on noncoherent frequency-hopped multiple access (FHMA) systems [1]–[6] assume that: 1) a single-stage detector is employed by the receiver and 2) random memoryless FH patterns (users’ addresses) are used. Moreover, except for [3], they also assume that a chip(hop)-synchronous mode is maintained, i.e., all users switch their carrier frequencies simultaneously. Since multilevel FSK (MFSK) is used in these systems, 1) implies that the detector will simply choose the channel exhibiting the largest combined value as its output and 2) tells us that the performance obtained in this analysis is actually the performance averaged over all possible address assignment schemes. The third (chip-synchronous) assumption is a more practical assumption for the forward link than for the reverse link. This assumption also exempts the receiver from dealing with ICI, if an appropriate channel separation is used by the system. Removal of this assumption, as we shall see, will lead to serious ICI that may substantially impair a receiver’s detection capability.

Solomon [7] and Einarsson [8] had proposed FH pattern assignment schemes, which render minimum MA interference. Taking advantage of the inherent algebraic structure of these constructions, Timor [9] presented a two-stage chip-synchronous demodulator that is capable of eliminating most of the CCI if the thermal noise effect can be neglected. He later [10] suggested a multistage decoding algorithm to further improve the performance of the two-stage algorithm. Mabuchi et al. [11] proposed a class of multistage demodulation algorithms for FHMA/MFSK systems, which is similar to the multistage scheme developed in [10]. These algorithms, like that described in [10], are much more complicated than the two-stage decoding algorithm [9], since they require first-stage detection of all users. According to these studies [9]–[11], multiuser detection of fast FHMA/MFSK signals can be decomposed into two major successive stages. The first stage combines noncoherently detected outputs matched to various chips (hops) in an appropriate manner and makes a decision if possible, while the second stage attempts to resolve the ambiguity (if exists) left by the first stage of the detector. The first stage can reduce CCI and ICI but is incapable of eliminating them. The CCI and ICI cancellation is accomplished mostly by the second stage. Furthermore, the second stage detection can be divided into several substages, depending on whether outputs from other users’ detectors are available.

Our effort reported in this paper can be summarized as follows. After a brief description of the system under investigation in Section II, we derive a nearly maximum likelihood (ML) single stage detector for asynchronous FHMA/MFSK systems in Section III and analyze the performance of a receiver that is a close approximation of the ML one. In Section IV, we examine the performance of both the synchronous and asynchronous systems using the optimal hopping pattern suggested by Einarsson. Means for containing the MA interference are suggested and
the associated statistical properties are derived in this section as well. Section V proposes a two-stage multiuser detection scheme while Section VI summarizes the major results and observations obtained in this contribution. The Appendixes present derivations of some key equations and a modified interference test.

II. SYSTEM DESCRIPTION AND DEFINITIONS

A block diagram of the FHMA/MFSK system proposed by Goodman et al. [1] is depicted in Fig. 1. The data source produces a data bit stream of rate $R_b$ bits/s. The data stream is mapped into an MFSK signal sequence of rate $R_s$ symbols/s, where $R_b = 1/T_b = 1/(kT_b)$ and $k = \log_2 M$. The carrier frequency of an MFSK symbol is then hopped $L$ times within $T_s$ s, i.e., the subsymbol (chip) duration is $T_c = T_s/L$ s and the chip rate is $R_c = 1/T_c$. Suppose $W$ (Hz) is the hopping bandwidth and the channel spacing is $\Delta f = R_c$ Hz, then the channel (tone) number $N_t$ available for hopping is given by

$$N_t = \lceil W/R_c \rceil = \lceil Wk/LR_b \rceil$$

(1)

where $\lfloor x \rfloor$ is the integer part of $x$ and $N_t$ is usually larger than $M$. In this paper, however, we will only consider the case of $M = N_t$, for such a system yields a spectral efficiency higher than those having other frequency structures of $M < N_t$ [6]. Thus the candidate values of $(M, L)$ for a given $W/R_b$ are related by

$$M = \frac{W}{R_b} L^{-1}$$

(2)

and the spectral efficiency $\beta$, measured in bits/s/Hz, is given by [4]

$$\beta = \frac{K_{\max} R_b}{W} = \frac{K_{\max} \log_2 M}{ML}$$

(3)

where $K_{\max}$ is the system capacity, i.e., the maximum number of active users the system can support while guaranteeing a given performance. When the channel spacing is wider than the minimum required value, i.e., when $\Delta f > \eta R_c$, $\eta > 1$, then the spectral efficiency should be calculated by $\beta = K_{\max} \log_2 M/(\eta ML)$. It is clear that a system’s spectral efficiency can be improved by using a wider channel spacing, only if it brings a large enough capacity increase.

Frequency hopping and dehopping, as illustrated in Fig. 2, is performed in a deterministic manner. Each user is given an address (hopping pattern) which is an $L$-tuple, $a = (a_0, a_1, \ldots, a_{L-1})$, where $a_i \in G$. $G = \{0, 1, \ldots, M-1\}$ represents $GF(M)$, which is a candidate MFSK tone of duration $T_c$ s. The actual transmitted frequencies within a symbol interval is $f_m = (b_{m0}, b_{m1}, \ldots, b_{m(L-1)}) = m \oplus a$, where $m = (m, m, \ldots, m)$ is a constant $L$-tuple representing a $k$
bits message, ⊕ denotes modulo-\(M\) addition, and \(b_{ml}\) ∈ \(G\). An optimal assignment scheme suggested in [8] associates the \(j\)th user an element \(\lambda_j \in GF(M)\) and the address

\[ a_j = (\lambda_j, \lambda_j\beta, \lambda_j\beta^2, \ldots, \lambda_j\beta^{L-1}) \]  

where \(\beta\) is a fixed primitive element in \(GF(M)\).

Since the transmitted signal, \(s_m(t)\), is required to hop within the frequency band \((f_0, f_0 + W) = (f_0, f_0 + M/T_c)\), where \(f_0\) is the lowest frequency in the time-frequency (T-F) matrix as shown in Fig. 2, it can be expressed as

\[ s_m(t) = \sum_{l=0}^{L-1} x_{ml}(t)e^{j\psi_{ml}t} \]

where the random phases \(\{\psi_{ml}\}\) result from the noncoherent frequency hopper. Furthermore, \(x_{ml}(t), n = 0, 1, \ldots, M-1, l = 0, 1, \ldots, L-1\) is a set of basis waveforms defined by

\[ x_{ml}(t) = \sqrt{P_{T_c}}(t - lT_c)e^{j2\pi(f_0 + n\Delta f)t} \]

\(S = E_c/T_c\) is the signal power, \(E_c\) is the average signal energy per chip, and

\[ P_{T_c}(t) = \begin{cases} 1, & 0 \leq t < T_c \\ 0, & \text{otherwise} \end{cases} \]

The received waveform is first dehopped and then detected by a bank of energy detectors as shown in Fig. 3. Typical received and dehopped spectrums are shown in the bottom half of Fig. 2, where circles in the T-F matrix are interfering tones from other users. The received waveform, corresponding to the desired user, consists of three components

\[ f(t) = \hat{c}_m(t) + \sum_{j=1}^{J} I_j(t) + n(t) \]  

where

- \(\hat{c}_m(t)\) desired signal; 
- \(I_j(t)\) interference caused by the \(j\)th interferer; 
- number of interferers (hence there are \(K = J + 1\) users in the system); 
- \(n(t)\) additive white Gaussian noise (AWGN) whose one-sided power spectral density is \(N_0\) W/Hz.

We model the channel effect as such that all candidate basis waveforms \(\{x_{nl}(t)\}\) suffer from frequency nonselective fading obeying an independent and identically Rician distribution. More specifically, we assume that different MFSK tones at the same chip experience independent and identically distributed (i.i.d.) frequency nonselective Rician fading and statistics of a user signal at different chips are i.i.d. as well. The former (tone-independent) assumption is appropriate, since different user signals—even if the same carrier frequency are employed in the same interval—are propagated over different physical paths. The second (chip-independent) assumption is approximately valid, because it is either impossible [7], [8] or unlikely (when a set of random hopping patterns with large \(M\) is used) for neighboring chips of a user address to use the same frequency or even the adjacent frequencies. Ignoring the propagation delay, the desired signal in the first symbol period can therefore be written as

\[ \hat{c}_m(t) = \sum_{l=0}^{L-1} a_{ml}\sqrt{SP_{T_c}(t - lT_c)}e^{j[2\pi(f_0 + b_{ml}\Delta f)t + \theta_{ml}]} \]

where \(\{\theta_{ml}\}\) are random variables \((r, \psi, \varsigma)\) uniformly distributed within the interval of \([0, 2\pi]\) and \(\{a_{ml}\}\) are i.i.d. Rician \(r, \psi, \varsigma\).

Note that \(\theta_{ml}\) represent the noncoherent receiver’s uncertainty about the phase of the received waveform. This uncertainty is the sum of the random phases associated with the diffused component (induced by the channel) and the specular component \(\psi_{ml}\) of (5) of the received waveform. Given the phase of the transmitter \(\psi_{ml}\), the phase of the diffused component follows an unimodal distribution and is correlated with \(\alpha_{ml}\). However, after taking the average over \(\psi_{ml}\), which is uniformly distributed within \([0, 2\pi]\), we can show that \(\theta_{ml}\) is uniformly distributed within \([0, 2\pi]\) and is independent of \(\alpha_{ml}\).

Let \(\Gamma\) be the ratio of the power \(\alpha^2\) in the specular component to the power, \(2\sigma^2\), in the diffused component. Using the normalization, \(E(\alpha_{ml}^2) = \alpha^2 + 2\sigma^2 = 1\), we obtain \(\alpha^2 = \Gamma/(1+\Gamma)\) and \(2\sigma^2 = 1/(1+\Gamma)\), respectively. When \(\Gamma = 0\) (no direct path) we have flat Rayleigh fading and \(\Gamma = \infty\) (no diffused path) represents the AWGN-only case.

The \(j\)th interfering signal, being transmitted through a similar but independent Rician fading channel, has the form

\[ I_j(t) = \sum_{k=0}^{M-1} \sum_{l=0}^{L-1} a_{jk}\beta_{kl}\sqrt{SP_{T_c}[t - (l - \epsilon_j)T_c]} \cdot e^{j[2\pi(f_0 + k\Delta f)t + \epsilon_j\theta_{kl}]} \]  

where

- \(\beta_{kl}\) is the ratio of the power \(\beta^2\) in the specular component to the power, \(2\sigma^2\), in the diffused component. Using the normalization, \(E(\beta_{ml}^2) = \beta^2 + 2\sigma^2 = 1\), we obtain \(\beta^2 = \Gamma/(1+\Gamma)\) and \(2\sigma^2 = 1/(1+\Gamma)\), respectively. When \(\Gamma = 0\) (no direct path) we have flat Rayleigh fading and \(\Gamma = \infty\) (no diffused path) represents the AWGN-only case.
where \(\{\alpha_j\}\) and \(\{\theta_j\}\) are independent random variables having the same distributions as \(\{\alpha_{ml}\}\) and \(\{\theta_{ml}\}\) of the desired signal. For each \((j, l)\) pair, however, only one \(c_{jkl}\) is nonzero, i.e., \(c_{jkl} = \delta(k - b_{jl})\), where \(\delta(x) = 0\) for all \(x \neq 0\) and \(\delta(0) = 1\). \(b_{jl}\) is the frequency tone used by the \(j\)th interferer during the \(l\)th chip interval. \(\epsilon_j\) is the corresponding normalized timing misalignment with respect to the desired signal and is assumed to be uniformly distributed within \((0, 1]\). For chip-synchronous systems, we have \(\epsilon_j = 0\) for all \(j\).

With the received waveform given by (8)–(10), the dehopped signal becomes

\[
 r(t) = c_m(t) + \sum_{j=1}^{J} I_j(t) + n(t) \tag{11}
\]

where

\[
c_m(t) = \sum_{k=0}^{L-1} \alpha_{ml} \sqrt{SP_{T_c}} (t - t_{ml}) e^{j[2\pi(f_0 + m\Delta) t + \phi_{ml}]} \tag{12}
\]

\[
 I_j(t) = \sum_{k=0}^{M-1} \sum_{l=0}^{L-1} \left\{ \alpha_{j,k,l} \sqrt{SP_{T_c}} [t - (l - 1)T_c] \cdot e^{j[2\pi(f_0 + g_{kl} + \Delta) t + \phi_{kl}]} + \alpha_{j}(t+1)c_{j,k+1,l} \sqrt{SP_{T_c}} [t - (l - 1) - \epsilon_j T_c] \cdot e^{j[2\pi(f_0 + g_{kl} + \Delta) t + \phi'_{kl}]} \right\} \tag{13}
\]

and \(g_{kl} = (k - q_t) \mod M\). Since the phase of the local frequency synthesizer is not continuous (noncoherent) when it hops from one band to another, i.e., the “local phases” at different hops are independent, the dehopped random phases, \(\phi_{ml}, \phi_j, \phi'_j\), are i.i.d. \(\tau\) v.s. that are uniformly distributed within \([0, 2\pi]\).

The above equations, (11)–(13), imply that perfect power control has been assumed so that all the received signals have the same average strength. In the absence of channel perturbation, frequency dehopping followed by hard-decision detection is equivalent to a modulo-\(M\) subtraction. Thus the message chips will fill a complete row in the receiver’s T-F matrix whose index is equal to the desired message \(m\); see Fig. 2(b). The presence of the channel impairment may not only prevent the receiver from forming a complete row but also produce false rows [1], [9].

When hard-limited detection is applied to each diversity branch, the majority vote method that selects the row with the largest number of detected chips as the desired message is a simple and reasonable detection rule. In fact, this detection scheme is equivalent to a decision rule that chooses the codeword having minimum Hamming distance from the hard-limited detected word. If there are two or more rows having equal minimum distance, one of them will be selected randomly in order to remove the ambiguity. But the probability that hard-limited combining results in more than one largest row is an increasing function of the number of users \(K\). These ambiguous events eventually become the dominant factor in limiting the system capacity. In general, there are two methods to resolve this kind of ambiguity. One is to use soft-decision schemes [6] while the other uses the information of the other users’ addresses to eliminate the faulty entries in the receiver’s T-F matrix. The first approach is studied in the following two sections while the second approach will be presented in Section V.

III. RANDOM MEMORYLESS FH PATTERN SYSTEM

This section considers asynchronous random FH pattern systems. The interfering signals in (13) are assumed to have used mutually independent random and memoryless FH patterns (addresses). In other words, each component of a user’s address is randomly and independently selected from the set \(G\). Thus each element of the desired T-F matrix is hit by an interferer with probability \(\frac{K}{M}\) if the chip-synchronous mode is assumed. Note that the multiple i.i.d. Rician channel assumption that leads to (8)–(10) and therefore (11)–(13) implies \(\{\alpha_j\}\), \(\{\phi_j\}\), and \(\{\phi'_j\}\) are i.i.d. \(\tau\) v.s. Furthermore, we emphasize that, as mentioned before, this assumption is only approximately
true. Hence the claims of maximum likelihood and optimal nonlinearity in the following section are to be understood as such.

### A. Maximum Likelihood Receiver

Let us first assume that the *a priori* probability of transmitting any bin is the same, i.e., 1/M. Denote the output of the nth energy detector at the lth diversity branch (hop) during a given symbol interval (see Fig. 3) as \( R_{nl} \) and the associated conditional probability density function (pdf) given that the nth message bin was sent as \( R_{nl}(R|m) \). By invoking the approximation that \( \{R_{nl}\} \) are i.i.d. \([3]–[6]\) and following a procedure similar to that presented in \([3]\) and \([6]\), we can show that the (nearly) optimal noncoherent Bayes’ decision rule is given by

\[
\text{Accept the hypothesis that the nth tone was transmitted (H\text{m}) if}
\]

\[
\sum_{l=0}^{L-1} \ln \left( \frac{f_{R_{nl}}(R|m)}{f_{R_{nl}}(R|l)} \right) > \sum_{l=0}^{L-1} \ln \left( \frac{f_{R_{nl}}(R|l)}{f_{R_{nl}}(R|l)} \right), \quad \forall k \neq m.
\]

(14)

It can be shown that \( R_{nl} \) is the squared magnitude of the complex random variable \( U_{nl} \), which is given by

\[
U_{nl} = \frac{1}{E} \int_{0}^{T_{c}} r(t)x_{nl}^*(t)dt
\]

\[= s_{nl} + \sum_{l=1}^{J} I_{jnl} + z_{nl}
\]

(15)

where

- \( r(t) \) is given by (11);
- \( x_{nl}^*(t) \) is the complex conjugate of \( x_{nl}(t) \) defined by (6);
- \( s_{nl}, I_{jnl}, \) and \( z_{nl} \) are components contributed by the desired signal, the jth interferer and AWGN, respectively.

In particular, \( z_{nl} \) is a zero-mean complex Gaussian random variable whose real and imaginary parts have the same variance \( \sigma_z^2 = (2E_{s}/N_0)^{-1} \). Substituting (6) and (11)–(13) into the upper part of (15), we immediately have

\[
s_{nl} = \alpha_m \delta_{nl} c^{\phi_{nl}} \text{sin}[(m-n)\eta]e^{2\pi(m-n)(l+1/2)\eta}
\]

(16)

where \( \text{sin}(x) = \frac{\text{sin}(\pi x)}{\pi x} \). and

\[
I_{jnl} = \sum_{k=0}^{M-1} \left\{ \alpha_j c_{jk} e^{\phi_{jk}}(1-\epsilon_j) \text{sin}[g_{kJ}(1-\epsilon_j)\eta] \right. \\
\left. \cdot e^{2\pi g_{kJ}(l+1-\epsilon_j/2)\eta} \right\}
\]

\[+ \sum_{k=0}^{M-1} \left\{ \alpha_j(1+c_{jk})c_{jk}(l+1) \cdot e^{\phi_{jk}(l+1)\epsilon_j} \text{sin}[g_{kJ}\epsilon_j\eta] \right. \\
\left. \cdot e^{2\pi g_{kJ}(l+1-\epsilon_j/2)\eta} \right\}
\]

(17)

where \( g_{km} = g_{kl} - n = [(k - q_l) \text{mod} M] - n \).

The magnitude of the product \( g_{kJ} \) represents the frequency separation between the dehopped jth interferer at the lth hop and the nth energy detector. The term \( \text{sin}[g_{kJ}(1-\epsilon_j)\eta] \) represents the contribution to the output of the nth energy detector associated with the lth MFSK tone, which is generated by the jth interferer in the lth chip interval. According to (17) we can see that the orthogonality among the MFSK tones can no longer be maintained, since \( \text{sin}[g_{kJ}(1-\epsilon_j)\eta] \) or \( \text{sin}[g_{kJ}\epsilon_j\eta] \) is nonzero unless \( \epsilon_j = 0 \) or 1 for all \( j \) and, simultaneously, \( \eta = \Delta f/R_c \) is an integer. When the latter conditions hold, (15) becomes

\[
U_{nl} = \alpha_m \delta_{nl} e^{\phi_{nl}} c^{\phi_{nl}} + \sum_{j=1}^{J} \alpha_j c_{jn} e^{\phi_{jn}} \delta_{nm} + z_{nl}
\]

(18)

where \( \delta_{nm} \) is the Kronecker delta function. In short, unless perfect chip synchronization can be achieved and the tone spacing equals an integer multiple of the chip rate, an MFSK tone transmitted by one user will impose ICI on all other FSK channels, hence on other active users’ detectors.

A closer look at (15)–(17) reveals that the magnitude of \( R_{nl} \) is a function of the basis waveform (6) because \( \text{sin}^2(x) \) represents the energy spectrum value of a rectangular-waveform-modulated carrier at a certain frequency. It is possible to select a proper set of basis waveforms that minimize ICI. But this can only be accomplished at the expense of greater CCI, larger tone spacing, or longer symbol duration. It is very difficult to quantify the impact of the baseband design on the system performance. We claim no optimal property of (6) though we have examined several other nonrectangular baseband waveforms (like Barker-coded, square-root raised-cosine, Hamming-weighted, and Gaussian waveforms) and found no improvement in terms of spectral efficiency.

Although the channel separation \( g_{kJ} \) can be as large as \( M - 1 \), the corresponding ICI is a decreasing function of this parameter. Hence, we will only consider 2B adjacent channels around the desired tone (B channels above and another B channels below the desired one in the receiver T-F matrix) in the following analysis when examining the effect of ICI. An appropriate value for B can be found via numerical evaluation of the associated performance (see Fig. 5).

For the multiple i.i.d. Rician fading channel, the relationship of \( R_{nl} = \left| X_{nl} \right|^2 \) implies that the conditional pdf and cumulative distribution function (cdf) of \( R_{nl} \) are given by (see Appendix A and \([12]\) and \([13]\))

\[
f_{R_{nl}}(R|m) = \frac{1}{2} \int_{0}^{\infty} \sqrt{R} \Phi_{X_{nl}}(\lambda|m) d\lambda
\]

(19)

\[
F_{R_{nl}}(R|m) = \sqrt{R} \int_{0}^{\infty} J_1(\sqrt{R} \lambda) \Phi_{X_{nl}}(\lambda|m) d\lambda
\]

(20)

In Appendix A, we show that the characteristic function of \( X_{nl} \) is given by

\[
\Phi_{X_{nl}}(\lambda|m) = e^{-\lambda^2 \sigma_s^2/2} e^{-\lambda^2 \sigma^2 \delta_{nm}/2} J_0(\alpha \lambda \delta_{nm})
\]

\[\cdot \prod_{\rho=0}^{B} \left[ (1-\mu)^2 + 2\mu(1-\mu)H(\lambda, \rho) + \mu^2 G(\lambda, \rho) \right] \]

(21)
where
\[ H(\lambda, \rho) = \int_0^1 e^{-x^2 \sin^2(\rho \lambda^2) / 2} J_0(a \rho \sin(\rho \lambda)) \, dx \]  
and
\[ G(\lambda, \rho) = \int_0^1 e^{-[(1-x)^2 \sin^2(\rho(1-x)) + 2x^2 \sin^2(\rho \lambda)] / 2} \cdot J_0(a(1-x) \sin(\rho(1-x) \lambda)) J_0(a \rho \sin(\rho \lambda)) \, dx. \]  

If the tone spacing is greater than the minimum required, i.e., if $\Delta f = \eta R_\text{c}$, $\eta > 1$, then a procedure similar to that presented in Appendix A yields
\[ \Phi_{X,\text{set}}(\lambda|m) = e^{-x^2 \sigma_0^2 / 2 M(\lambda, m)} \cdot \left[ (1 - \mu)^2 + 2 \mu(1 - \mu) H(\lambda, \rho) + \mu^2 G(\lambda, \rho) \right]^J \]  
where
\[ M(\lambda, m) = \begin{cases} \prod_{\rho = -B}^{B} \{ 1 - \mu + \mu e^{-\sin(\rho \lambda)} \lambda^2 \sigma_f^2 / 2 \} \cdot J_0(a \sin(\rho \lambda) \lambda), & m \neq n \\ e^{-x^2 \sigma_0^2 / 2 J_0(a \lambda)}, & m = n \end{cases}, \]  

\[ H(\lambda, \rho) = \int_0^1 e^{-x^2 \sin^2(\rho \lambda^2) / 2} J_0(a \rho \sin(\rho \lambda) \lambda) \, dx \]  
and
\[ G(\lambda, \rho) = \int_0^1 e^{-[(1-x)^2 \sin^2(\rho(1-x)) + 2x^2 \sin^2(\rho \lambda)] / 2} \cdot J_0(a(1-x) \sin(\rho(1-x) \lambda)) \cdot J_0(a \rho \sin(\rho \lambda) \lambda) \, dx. \]

### B. A Suboptimal Realization

The noncoherent Bayes receiver of (14) is depicted in Fig. 3 where the nonlinearity used in the receiver $g(x)$ is given by
\[ g(x) = \frac{R_{1/2}[g_{\text{opt}}(x) - g_{\text{opt}}(0)]}{g_{\text{opt}}(R_{1/2}) - g_{\text{opt}}(0)}, \quad 0 < x < \infty \]  
with
\[ g_{\text{opt}}(x) \overset{\text{def}}{=} \ln f_{R_{\text{sat}}}(x|m) - \ln f_{R_{\text{sat}}}(x|k). \]  

Note that $f_{R_{\text{sat}}}(x|k)$ is the same for all $k \neq m$ and the value of $g_{\text{opt}}(x)$ is in fact only dependent on $x$ and not on $k$ or $m$ additionally. Furthermore, $R_{1/2}$ is derived according to $g_{\text{opt}}(R_{1/2}) = 0.5 g_{\text{opt}}(R_{\text{sat}})$, where the saturation point $R_{\text{sat}}$ is defined by $R_{\text{sat}} = \max \{ x; g_{\text{opt}}(x) \overset{\text{def}}{=} (d/dx)g_{\text{opt}}(x) = 0 \}$. The normalized form of $g_{\text{opt}}(x)$, (25), is similar to $f(R)$ of [2] with the approximation, $[g_{\text{opt}}(R_{1/2}) - g_{\text{opt}}(0)] / R_{1/2} \approx g'_{\text{opt}}(0)$, and results in $g' \approx 1$. Such a normalization is useful for comparing the optimal nonlinearity under various channel conditions. Because $R_{\text{sat}}$ defined above is often difficult to locate, as in [6], we choose $R_{\text{sat}} \overset{\text{def}}{=} 100 \lambda \ell$, where $\lambda \overset{\text{def}}{=} (E_x/N_0)^{-\frac{1}{2}}$, as the reference point and redefine $R_{1/2}$ as the value such that $g_{\text{opt}}(R_{1/2}) = 0.5 g_{\text{opt}}(R_{\text{sat}})$.

Define the average bit signal-to-noise ratio (SNR) $\gamma_b$ as $\gamma_b = E(\nu^2)/N_0$, where $\nu$ is a Rician or Rayleigh random variable characterizing the fading of the channel. The normalized nonlinearity $g(R)/d$ as a function of the normalized energy detector output $R/d$ for different number of interferers $J$ is depicted in Fig. 4. The normalized nonlinearities of the chip-synchronous systems in Rayleigh [2] or Rician fading [6] have similar shapes but (25) renders different slopes and saturation levels; the difference is more evident when $J$ is large. The saturation levels of the nonlinearity over Rayleigh fading ($\Gamma = 0$) channels are much lower than that over Rician fading channels but the corresponding convergence (to the saturation level) speeds are faster. The influence of CCI and ICI is also indicated in the same figure. As we take into account more interference [larger $B$ in (21), (23), and (24a)] the saturation level tends to increase and the corresponding convergence speed decreases; see also the caption of Fig. 4.

Similar to the optimal normalized nonlinearity for synchronous systems [6], $g(x)$ can be well approximated by a soft-limiter. As mentioned before, the normalized nonlinearity has a slope close to one in its “more linear” region (see Fig. 4). We can then further approximate the soft-limiter by a $q$-level quantizer, $\tilde{g}_q(\cdot)$, with a uniform step size of $\nu = \Upsilon/(q - 1)$ and $g(R_{\text{sat}})/(q - 1)$, where $\Upsilon$ is the upper threshold of the quantizer. Such an approximation renders a larger quantization error for large normalized input $R/d$. A properly designed nonuniform quantizer will have a much smaller quantization error. However, we have compared the performance of both types of quantizers and found no significant difference in bit error probability performance. Hence, we will only consider uniform quantizers. The probability
mass function (pmf) [15] of a uniform quantizer’s outputs 
\( Z_{nl} = \tilde{g}(R_{nl}) \) can be expressed as

\[
P_{Z_{nl}}(z) = \sum_{k=0}^{\alpha_{l-1}} P_{r}(Z_{nl} = k\nu) \delta(z - k\nu) = P_{\nu}(z)
\]

\[
def \sum_{k=0}^{\alpha_{l-1}} V_{nl}(k) \delta(z - k\nu)
\]  
(27)

where the probabilities \( V_{nl}(k) = P_{r}(Z_{nl} = k\nu) = P_{r}[k\nu < R_{nl} < (k+1)\nu] \) are given by [see (20)]

\[
V_{nl}(k) = \begin{cases} 
F_{R_{nl}}((k+1)\nu|m) - F_{R_{nl}}(k\nu|m), \\
1 - F_{R_{nl}}(\nu|m),
\end{cases} 
\]

\( k = 0, 1, \ldots, q - 2, \)  
(28)

assuming that the \( m \)th bin has been transmitted.

Designating \( C_{nl}(k) \) as the probability mass \( \{ \text{the } m \text{th bin output } = k\nu \} \) when the number of 

diversity branches used for combining is \( \nu \) the \( m \)th bin is transmitted

\[
P_{Z_{nl}}(z) = \sum_{k=0}^{\alpha_{l-1}} C_{nl}(k) \delta(z - k\nu).
\]

The associated probability mass \( C_{nl}(k) \) can be computed recursively by [6]

\[
C_{nl}(l-1)(k) = \sum_{w=0}^{u_{l-1}} C_{nl}(l-2)(k-w)V_{nl}(l-1)(w)
\]

(32)

where \( u_{l-1} = \max[0, k - (L-1)(q-1)], w_{l} = \min(k, q-1) \).

With the aid of the above equations and the assumption that 
\( \{ R_{nl} \} \) are approximately i.i.d. r.v.s [3]–[6], the symbol error 
probability can be expressed as [6]

\[
P_{e}(M; L) = 1 - P_{e}[\text{correct symbol decision}]
\]

\[
= 1 - \sum_{k=1}^{L(q-1)} C_{m}(l-1)(k) \sum_{i=0}^{M-1} \binom{M-1}{i} C_{m}(l-1)(i)
\]

\[
+ \frac{[C_{m}(l-1)(k)]^i}{i + 1} \left[ \sum_{l=0}^{k} C_{m}(l-1)(l) \right]^{M-i-1}
\]

\[
+ \frac{C_{m}(l-1)(0)}{M} [C_{m}(l-1)(0)]^{M-1}.
\]  
(33)

IV. OPTIMAL FH PATTERN SYSTEM

A set of optimal addresses that guarantee minimum CCI has 
been proposed by Solomon [7] and Einarsson [8]. In this section, 
two important properties of the optimal FH addresses are used 
in order to derive (34) and (35). These properties are: a) the 
cross correlation (pair-wise agreement) between any two users’ 
addresses is at most one, i.e., any two different users’ carriers 
hop to the same frequency at most once within a symbol period 
(\( L \) hops) and b) no address uses the same frequency twice within 
one symbol period.

A. Performance Analysis

Let \( h_{l}, l = 0, 1, \ldots, L - 1 \), be the number of interfering 
tones that coincide with the \( l \)th diversity of a given row 
in the desired receiver’s T-F matrix and define \( h_{l-1} = 0 \).

\[
H_{l} \overset{def}{=} \sum_{k=0}^{\nu} h_{k},
\]

The cross-correlation property of the optimal FH pattern implies that \( \sum_{k=0}^{\nu} h_{k} \leq J \), where \( J \), as defined 
before, is the number of interferers. Property a) indicates that 
once \( H_{l} \) interfering tones (that come from \( H_{l} \) different users) 
have coincided with the desired user’s pattern in the first \( l \) 
hops, there can be at most \( J - H_{l} \) interfering tones at the 
(\( l \) + 1)th hop. Property b) implies that at the \( l \)th hop (starting 
at the zeroth hop) a user can only choose one out of the 
remaining \( M - l \) frequencies available. The assumptions that 
\( 0 \leq \epsilon \leq 1 \) and information symbols are i.i.d. tell us that each of 
these remaining candidate frequencies are to be equally likely 
selected with probability \( 1/(M - l) \). Hence the probability of 
the interference pattern \( \{ H_{l} \} \) is given by

\[
\Pr(h_{0}, h_{1}, \ldots, h_{l-1})
\]

\[
= \prod_{l=0}^{L-1} \Pr(h_{l}|h_{0}, h_{1}, \ldots, h_{l-1})
\]

\[
= \prod_{l=0}^{L-1} \left( J - H_{l-1} \right) \left( 1 - \frac{1}{M - l} \right)^{H_{l-1}}
\]

(34)

where \( \Pr(h_{l}|h_{0}, h_{1}, \ldots, h_{l-1}) \) is the conditional probability 
that there are \( H_{l} \) interfering tones at the \( l \)th diversity branch 
given that \( h_{k} \) tones hit the \( k \)th diversity branch. \( k = 0, 1, \ldots, l - 1 \).

In Appendix B, we show that (34) can be simplified to

\[
\Pr(h_{0}, h_{1}, \ldots, h_{l-1})
\]

\[
= \left( J \right) \left( J - H_{0} \right) \ldots \left( J - H_{l-2} \right) \left( 1 - \frac{1}{M} \right)^{H_{l-1}}
\]

\[
\cdot \left( 1 - \frac{L}{M} \right)^{J-H_{l-1}}.
\]

(35)

For a hard-limited combiner with a common threshold \( \nu \) [3], 
the probabilities of having \( l \) entries detected on the desired (information-bearing) row and an arbitrary undesired (noise-only) row, denoted by \( P_{e}(l) \) and \( P_{d}(l) \), are given by

\[
P_{e}(l) = \sum_{l=0}^{L-1} \Pr(h_{0}, h_{1}, \ldots, h_{l-1})
\]

\[
\cdot \prod_{k=0}^{L-1} \left[ d_{k} + (-1)^{d_{k}} F_{R_{nk}}(m, h_{k}) \right]
\]

(36a)

\[
P_{d}(l) = \sum_{l=0}^{L-1} \Pr(h_{0}, h_{1}, \ldots, h_{l-1})
\]

\[
\cdot \prod_{k=0}^{L-1} \left[ d_{k} + (-1)^{d_{k}} F_{R_{nk}}(m, h_{k}) \right]
\]

(36b)
respectively, where \( n \neq m \), and

\[
F_{R,k}(r|m, h_k)
\]

\[
\Phi_{x_{nk}}(\lambda|m) = e^{-\lambda^2 \sigma_0^2/2} e^{-\lambda^2 \sigma_{km}^2/2} J_0(\alpha \lambda \delta_{km}) \cdot \prod_{\rho = -B}^{B} \left\{ (1 - \mu)^2 + \mu(1 - \mu) [H_1(\lambda, \rho) + H_2(\lambda, \rho)] + \mu^2 G_0(\lambda, \rho) \right\}^J
\]

where

\[
H_1(\lambda, \rho) = \frac{1}{\epsilon_{\text{max}}} \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} e^{-\lambda^2 \sin^2(\rho \epsilon)} \sin^2(\pi \epsilon) \, d\epsilon
\]

\[
H_2(\lambda, \rho) = \frac{1}{\epsilon_{\text{max}}} \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} e^{-(1-\epsilon)^2 \sin^2(\rho (1-\epsilon)) \lambda^2 \sin^2(\pi \epsilon)} \sin(\rho (1-\epsilon)) \lambda \, d\epsilon
\]

\[
G_0(\lambda, \rho) = \frac{1}{\epsilon_{\text{max}}} \int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} e^{-(1-\epsilon)^2 \sin^2(\rho (1-\epsilon)) + \epsilon^2 \sin^2(\pi \epsilon)} \lambda \, d\epsilon
\]

\[
\Phi_{x_{nk}}(\lambda|m) = e^{-\lambda^2 \sigma_0^2/2} e^{-\lambda^2 \sigma_{km}^2/2} J_0(\alpha \lambda \delta_{km}) \cdot \prod_{\rho = -B}^{B} \left\{ (1 - \mu)^2 + \mu(1 - \mu) [H_1(\lambda, \rho) + H_2(\lambda, \rho)] + \mu^2 G_0(\lambda, \rho) \right\}^J
\]

The above equations are similar to (21)–(22b), except that the timing offset \( \epsilon \) is now uniformly distributed within the interval \((0, \epsilon_{\text{max}})\) instead of \((0, 1)\).

The second approach achieves a similar result by inserting a guard time \( T_g \) between two neighboring chips so that the chip duration is increased to \( T'_c = T_c + T_g \). However, in order to maintain the same data rate \( R_b \) the diversity order has to be reduced according to

\[
\frac{T_s}{T_c'} = \left\lfloor \frac{k}{R_b} \right\rfloor = \left\lfloor k/R_b + T_g \right\rfloor.
\]

Suppose a reference clock is available and a guard time is inserted such that \( T_g/T_c \) equals \( \epsilon_{\text{max}} \), then, during any given chip interval, the \( j \)th interferer with a random hopping pattern and a nonzero normalized timing offset \( \epsilon_j \) can hit the desired tone for either \( \epsilon_j \) or \( 1 - \epsilon_j \) of the time. Hence, without loss of generality, the interference model (17) becomes

\[
I_{j,n} = \sum_{k=0}^{M-1} \epsilon_j e^{j2\pi k \eta (1 - \epsilon_j)} \sin \left[ g_{nk}(1 - \epsilon_j) \right] e^{j2\pi \eta k (1 - \epsilon_j)} \]

where \( \eta = 1 \) is assumed. Note that there exists a tradeoff between the diversity order and the guard time length if a fixed data rate is to be maintained. Following an analogy procedure for deriving (21), we obtain

\[
\Phi_{x_{nk}}(\lambda|m) = e^{-\lambda^2 \sigma_0^2/2} e^{-\lambda^2 \sigma_{km}^2/2} J_0(\alpha \lambda \delta_{km}) \cdot \prod_{\rho = -B}^{B} \left\{ (1 - \mu)^2 + \mu(1 - \mu) [H_1(\lambda, \rho) + H_2(\lambda, \rho)] + \mu^2 G_0(\lambda, \rho) \right\}^J
\]
where
\[ H_0(\lambda, \rho) = \frac{1}{c_{\text{max}}} \int_0^{c_{\text{max}}} e^{-(\rho - 1)^2} \sin^2 [\rho (1 - \epsilon)] \lambda^2 \sigma^2 \, d\epsilon \]
\[ \cdot \mathcal{K}(\lambda | \epsilon) \sin [\rho (1 - \epsilon)] \lambda \, d\epsilon. \tag{44} \]

The above equations can be used to derive the corresponding optimal or suboptimal nonlinearity.

V. TWO-STAGE DETECTION

A. Principle of Two-Stage Detector

Using the algebraic properties associated with the optimal FH pattern, Timor [9] proposed a multistage decoding method to cancel CCI in a noise-free environment. He noticed that the modulo arithmetic operation of two Reed–Solomon codewords is still a Reed–Solomon codeword, i.e., the interferer’s FH pattern after dehopping is also a legitimate hopping pattern (codeword). Hence, after dehopping and hard-limiting, there are \( J \) codewords and one complete signal row in the desired user’s T-F matrix, if thermal noise is negligible. An error occurs when the \( J \) codewords constitute one or more complete rows. The algorithm suggested in [9] provides a systematic procedure to test whether a complete row is the result of (at least) \( L \) interferers (since no two users will coincide in at more than one chip). In the absence of thermal noise, the first stage (majority vote) detector always results in at least one complete row. If there are more than one complete rows, the detector enters the second stage using Timor’s chip-by-chip test. However, the second stage cannot resolve the ambiguity completely. The probability of the residual ambiguity can be further reduced by employing multistage decoders having higher complexity [10].

B. A Novel Two-Stage Detector

The multistage detector suggested by Timor [9] assumed a hard-decision diversity combining rule and a zero thermal noise environment. When the effect of thermal noise is taken into consideration, the probability of both chip deletion (a message chip passes the hard limiter threshold) and chip insertion (a non-message chip passes the hard limiter threshold) will not be zero. It is likely that the message chips do not form a complete row and the interference test is incapable of detecting a false complete row. To deal with such a practical situation we propose the following two-stage detector. The first stage locates the row (in the T-F matrix) with the largest hard-limited combining output. If there are \( I \) rows having the same largest output value, the detector then enters the second stage where it:

1) performs an interference test on each chip in the \( i \)th largest row and records the number of chips that pass the test, say \( p_i \). A chip that passes the interference test is assumed to have been corrupted by an interferer.
2) repeats the above step for \( i = 1, 2, \ldots, I \).
3) finds the row that yields the smallest number of passed chips, say \( p_m \), and decodes \( m \) as the correct message.
4) determines if there are two or more smallest \( p_i \)s and chooses one at random as the message.

The so-called interference test mentioned in Step 1 is designed to test whether a particular chip has CCI from other users. In other words, the test checks if any interferer might use a particular frequency in a given chip interval.

When soft-limited combining is used in the first stage, we select those rows with the largest combining output value say \( R_{\text{max}} \) plus those whose combined output values are greater than \( R_{\text{max}} - D \) but less than \( R_{\text{max}} \) to enter the second stage. The threshold value \( D \) can be optimized to yield a minimum error probability. We further divide the \( I \) selected rows into two categories—the first category, \( G_1 \), are those that have the largest output while the rest, \( G_2 \), belong to the second category. In other words, \( R_{\text{max}} = \max \{ Z_k \} \), \( G_1 = \{ |Z_k| = R_{\text{max}} \} \) and \( G_2 = \{ |Z_k| > R_{\text{max}} - D \} \). Step 4 is then modified as follows.

4) If there are two or more smallest \( p_i \)s and the associated rows belong to both categories, choose one out of \( G_1 \) at random and decode it as the message.

The interference test proposed in [9] is designed for use with a special class of optimal hopping patterns. This class is not suitable for asynchronous operations. Appendix C shows that for the class of the optimal asynchronous hopping patterns [8] the interference test can still be used if the initial realignment procedure is properly modified.

Multistage detectors that consider all possible combinations of users’ addresses and message patterns were discussed in [10], [11]. Such a complete (multistage) detection scheme is very complicated: instead of \( L + L(L - 2) \) cycle-shifting operations for resolving an ambiguous row, a complete decoding requires \( L(2^k - 1) \) cycle-shifting operations. Since \( L \ll 2^k = M \), the two-stage detector has a much smaller complexity than that of a complete detector.

VI. NUMERICAL RESULTS AND DISCUSSIONS

Unless otherwise specified, the following system parameters are used: \( W = 20 \) MHz, \( R_b = 32.805 \) kHz, \( M = 256 \), \( L = 19 \), and \( \eta = 1 \).

To examine the effect of ICI we consider \( 2B = 20 \) adjacent channels around the desired channel since no noticeable capacity degradation is found if \( B \) is greater than 10; see Fig. 5. In other words, ICI caused by an interferer whose carrier is \( 10\Delta f \) Hz away from the desired tone is negligible. System capacity degradation caused by ICI and CCI can be found in Fig. 6 where we have depicted the BER performance as a function of the number of active users. The two CCI curves are obtained by ignoring ICI (\( B = 0 \)). The system performance of both hard-limited and soft-limited combining are also demonstrated in Fig. 6 from which we find that at a BER below \( 10^{-5} \), single-stage soft-limited receivers can accommodate 10 to 26 more users (or 1.6% to 4.3% higher spectral efficiency) than their hard-limited counterparts. The threshold \( \Upsilon \) used for hard-limited combining.

The influence of channel spacing \( \Delta f \) is illustrated in Fig. 7. Using the definition of spectral efficiency (3), one can easily come to the conclusion that the system with \( \eta = 1 \) is the best choice in terms of spectral efficiency. Fig. 8 demonstrates the
effect of using a reference clock to minimize the maximum normalized timing offset among users to $\epsilon_{\text{max}}$. Obviously, the smaller $\epsilon_{\text{max}}$ is (see those two curves with $T_g = 0$), the better the BER performance becomes. If guard time $T_g = \epsilon_{\text{max}}$ is inserted, further improvement can be obtained, as also demonstrated in Fig. 8. For a system with $M = 256$ and $T_g = 0.1T_c$ or $T_g = 0.2T_c$, (41) implies that the diversity order $L$ has to be reduced to 17 or 16. The effect of reference clock and guard time insertion in mitigating ICI is obvious but that in lessening CCI is not so obvious. The “net” effect of CCI is assessed by evaluating the system performance without taking ICI into account ($B = 0$). Fig. 9 shows that CCI can indeed be reduced if proper design parameters are selected. It also indicates that systems using both mitigation schemes do necessarily yield performance better than those using only a pilot clock, for, as just mentioned, inserting a guard-time is likely to force us to reduce the diversity order $L$ in order to maintain the same data rate.

Figs. 5–9 assume random hopping patterns are used by the system. The effectiveness of the proposed two-stage detector is shown in Fig. 10. Comparing Figs. 8 and 10, we find that the use of an optimal pattern brings about little improvement. This is due to the fact that the probability of more than one collision during a symbol period is very small for the system parameters under consideration ($M = 256$, $L = 19$ or 11). It is noticed that the improvement over the single-stage detector is most impressive when the system is in the symbol-synchronous mode. Obviously, the algebraic properties of the hopping pattern that we have used in designing the interference test is not very useful for chip-asynchronous interference.
Fig. 9. Effects of reference clock or guard time on CCI. These curves were obtained by ignoring ICI ($\beta = 0$). The left-most curve and dots correspond to the performance of the chip-asynchronous system without these two remedies.

From the above error probability curves we can derive the ultimate system performance measure—system capacity $K_{\text{max}}$ and spectral efficiency $\beta$. We summarize some of the selected $(K_{\text{max}}; \beta)$ values at $BER = 10^{-3}$ along with the corresponding system parameters in Table I. The performance of chip-asynchronous systems is much inferior to that of synchronous systems, especially in high $\gamma_b$ s. For example, Table I indicates that at $BER = 10^{-3}$ the latter allow 64 more users when $\gamma_b = 20$ dB, $\Gamma = 10$ and 97 more users when $\gamma_b = 30$ dB, $\Gamma = 10$.

The values in parentheses are obtained when the system inserts a proper guard time; see (41)–(44). Similar to the conclusion we derived from Fig. 10, the advantage of using the optimal hopping patterns is most obvious in synchronous systems in which the two-stage receiver obtains a 10% to 20% increase in system capacity. However, when the system becomes asynchronous this benefit is drastically reduced and, as $\epsilon_{\text{max}}$ increases, it gradually disappears.

VII. CONCLUSION

This paper deals with noncoherent detection of fast FHMA/MFSK signals in an environment characterized by frequency-nonslective Rician fading. We derived a nearly optimal nonlinearity for diversity combining in the asynchronous mode. A suboptimal realization using quantizers (soft limiters) was proposed and analyzed. For other operation scenarios (limited time offsets, guard time insertion) considered we also derived the corresponding characteristic functions that are needed to obtain the associated optimal nonlinearities. We investigated the impact of the FH patterns used and found that, for single-stage detectors, the use of optimal FH patterns yields little BER reduction when compared with systems using random FH patterns. On the other hand, the algebraic properties of the optimal pattern renders itself suitable for multistage detection. We suggested a two-stage detector which was shown to be effective in the symbol-synchronous mode for combating both ICI and CCI. Users’ clock misalignment destroys the signal orthogonality and makes the algebraic properties of the optimal hopping pattern less useful, which resulted in a significant performance degradation for both single- and two-stage detectors. Two methods for lessening the performance degradation and containing the interference were thus examined. Numerical results proved that these methods provide a sufficient interference-reduction capability under the assumed channel condition.

<table>
<thead>
<tr>
<th>FH pattern</th>
<th>Sync</th>
<th>$\epsilon_{\text{max}}$</th>
<th>$\Gamma$</th>
<th>$\gamma_b$</th>
<th>$K_{\text{max}}$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sync</td>
<td>yes</td>
<td>-</td>
<td>0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>random</td>
<td>no</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>optimal (2-stages)</td>
<td>yes</td>
<td>-</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

*The values in parentheses are obtained when the system inserts a proper guard time.
APPENDIX A

DERIVATIONS OF (19)–(22b)

The complex random variable $U_{nl}$, as can be seen from (15), is the sum of three independent complex random variables. For a fixed set of $\{c_{mL}, \alpha_j, c_{jkl}, \epsilon_j\}$, each of these r.v.s has a spherical symmetric probability distribution [13], i.e., the corresponding pdf is independent of the complex r.v.s direction (phase) and is a function of its magnitude only. It follows immediately from the independence assumption that the characteristic function of $X_{nl} \triangleq U_{nl}$ for given $\{c_{mL}, \alpha_j, c_{jkl}, \epsilon_j\}$, which is expressed as $\Phi_{X_{nl}}(\lambda|c_{mL}, \alpha_j, c_{jkl}, \epsilon_j)$, is the product of the conditional characteristic functions of $s_{nl}$, $I_{nl} = \sum_{j=1}^{J} I_{jnl}$ and $z_{nl}$ [see (15)]; i.e.,

$$\Phi_{X_{nl}}(\lambda|c_{mL}, \alpha_j, c_{jkl}, \epsilon_j) = \Phi_s(\lambda)\Phi_I(\lambda)\Phi_n(\lambda)$$ (A1)

where, on the right-hand side of the equation, for simplicity, we express the conditional characteristic functions of $s_{nl}$, $I_{nl}$ and $z_{nl}$ as $\Phi_s(\lambda)$, $\Phi_I(\lambda)$ and $\Phi_n(\lambda)$.

Assuming $\eta = 1$, substituting (16) and (17) into (15), and restricting ICI to $+B$ adjacent channels, we have

$$U_{nl} = c_{mL}e^{j\delta_{nm}}e^{j\phi_{nl}} + \sum_{j=1}^{J} \left[ \sum_{\rho=-B}^{B} c_{jkl}e^{j\phi_{jl}} \cdot (1 - \epsilon_j) \text{sinc} [\rho (1 - \epsilon_j)] e^{j[\pi \rho (1 - \epsilon_j) / 2]} \right.$$

$$+ \sum_{\rho=-B}^{B} \alpha_j e^{j(\rho + 1)} \left. c_{jkl} e^{j\phi_{jl}} \sin((\rho - 1) \sin(\rho \theta_{jkl})) \right]$$

$$+ z_{nl}.$$ (A2)

Applying the theory of spherical symmetric random vectors [12, 13], we obtain

$$\Phi_s(\lambda) = J_0(\alpha_{mL} \delta_{nm} \lambda)$$ (A3)

$$\Phi_I(\lambda) = \prod_{j=1}^{J} \prod_{\rho=-B}^{B} J_0(\alpha_j e^{j\phi_{jl}} e^{j(\rho + 1)} e^{j\phi_{jl}} \sin((\rho - 1) \sin(\rho \theta_{jkl})))$$

$$\Phi_n(\lambda) = e^{-\sigma_n^2 \lambda^2 / 2}$$ (A4)

where $J_0(\cdot)$ is the zeroth order Bessel function of the first kind. As mentioned in Section II, for a given $(j, l)$ pair, $\{c_{jkl}\}$ are not independent and only one of them is nonzero. However, it has been shown in [3] and [6] that when $K \gg 1$ and the independent random hopping patterns are used, $\{c_{jkl}\}$ are approximately i.i.d. with a common pdf

$$f_{c_{jkl}}(x) = (1 - \mu) \delta(x) + \mu \delta(x - 1)$$ (A6)

where $\mu = 1/M$. Taking expectation on $\Phi_I(\lambda)$ with respect to $c_{jkl}$ and substituting the resulting expression together with (A3) and (A5) into (A1), we obtain

$$\Phi_{X_{nl}}(\lambda|m, \alpha_{mL}, \alpha_j, \epsilon_j) = e^{-\sigma_n^2 \lambda^2 / 2} J_0(\alpha_{mL} \delta_{nm} \lambda) \prod_{j=1}^{J} \prod_{\rho=-B}^{B} \Phi_I(\lambda|\alpha_j, \epsilon_j, \rho)$$ (A7)

where

$$\Phi_I(\lambda|\alpha_j, \epsilon_j, \rho) = \left\{ 1 - \mu + \mu J_0(\alpha_j e^{j\phi_{jl}} \sin((\rho - 1) \sin(\rho \theta_{jkl}))) \right\} \cdot \left\{ 1 - \mu + \mu J_0(\alpha_j e^{j\phi_{jl}} \sin((\rho - 1) \sin(\rho \theta_{jkl}))) \right\}.$$ (A8)

Averaging (A7) over $\alpha_{mL}$ and $\alpha_j$ and using (6.633.4) of [17] we obtain

$$\Phi_{X_{nl}}(\lambda|m, \epsilon_j) = e^{-\sigma_n^2 \lambda^2 / 2} e^{-\lambda^2 \sigma_n^2 \delta_{nm} / 2} J_0(\alpha \delta_{nm}) \prod_{j=1}^{J} \prod_{\rho=-B}^{B} \Phi_I(\lambda|\epsilon_j, \rho)$$ (A9)

where

$$\Phi_I(\lambda|\epsilon_j, \rho) = \left\{ 1 - \mu + \mu e^{-\epsilon_j^2 \sin^2(\epsilon_j \lambda) \lambda^2 / 2} J_0(\alpha \epsilon_j \sin((\rho - 1) \sin(\rho \theta_{jkl}))) \right\} \cdot \left\{ 1 - \mu + \mu e^{-\epsilon_j^2 \sin^2(\epsilon_j \lambda) \lambda^2 / 2} J_0(\alpha (1 - \epsilon_j) \sin((\rho - 1) \sin(\rho \theta_{jkl}))) \right\}$$ (A10)

but $\epsilon_j, j = 1, 2, \ldots, J$, are i.i.d. r.v.s with a common uniform distribution within $(0, 1)$. By taking the average over $\epsilon_j$, we then obtain (21) and the ensuing two equations. As $X_{nl}$ is the length of a two-dimensional random vector $U_{nl}$ that has a spherical symmetric distribution, we can apply the Hankel-transform-like relations between $\Phi_{X_{nl}}(\lambda|m)$ and the pdf and cdf of $X_{nl}$. $f_{X_{nl}}(r|m), F_{X_{nl}}(r|m)$ [12, (31)]

$$\Phi_{X_{nl}}(\lambda|m) = \int_{0}^{\infty} J_0(\rho(\lambda)) f_{X_{nl}}(r|m) dr$$ (A11)

$$f_{X_{nl}}(r|m) = \int_{0}^{\infty} \rho J_0(\rho) \Phi_{X_{nl}}(\rho|m) d\rho$$ (A12)

$$F_{X_{nl}}(r|m) = \int_{0}^{\infty} \rho J_0(\rho) \Phi_{X_{nl}}(\rho|m) d\rho$$ (A13)

and the change of variables $R^{2} = X_{nl}^2$ to obtain (19) and (20).

The above equations, (A11)–(A13), or their variations can also be found in [18] and [19]. The pdf (cdf) derivations for the other cases, e.g., $\eta \neq 1$, are similar hence will not be repeated.
Appendix B

Derivation of (35)

Expanding the right-hand side of (34), we obtain

\[ \Pr(h_0, h_1, \ldots, h_{L-1}) = \left( \frac{J}{h_0} \right) \left( \frac{1}{M} \right)^{h_0} \left( 1 - \frac{1}{M} \right)^{J-h_0} \left( \frac{1}{h_1} \right) \left( \frac{1}{M-1} \right)^{h_1} \left( 1 - \frac{1}{M-1} \right)^{J-h_1} \right. \]
\[ \left. \ldots \left( \frac{1}{h_{L-1}} \right) \left( \frac{1}{M-L+1} \right)^{h_{L-1}} \right\} \text{(B1)} \]

By rearranging (B1), we obtain

\[ \Pr(h_0, h_1, \ldots, h_{L-1}) = \left( \frac{J}{h_0} \right) \left( \frac{1}{M} \right)^{h_0} \left( 1 - \frac{1}{M} \right)^{J-h_0} \left( \frac{1}{h_1} \right) \left( \frac{1}{M-1} \right)^{h_1} \left( 1 - \frac{1}{M-1} \right)^{J-h_1} \right. \]
\[ \left. \ldots \left( \frac{1}{h_{L-1}} \right) \left( \frac{1}{M-L+1} \right)^{h_{L-1}} \right\} \text{(B2)} \]

It is easy to see that the above equation is equal to (35).

Appendix C

An Interference Test

The interference test proposed by Timor [9] for use in a two-stage decoding algorithm is valid for the address sets generated by (4). Timor did not deal with the other address assignment scheme presented in [8] that determines the transmitted frequency vector for the \( j \)th user by

\[ f_j = m_j \beta \oplus \Delta_j \]  
(C1)

where \( \beta = (1, \beta, \beta^2, \ldots, \beta^{M-1}) \) and \( \Delta_j = (\lambda_j, \lambda_j, \ldots, \lambda_j) \) is a constant \( L \)-tuple representing the address of the \( j \)th user and \( m_j \) is the message symbol (MFSK tone); both \( \lambda_j \) and \( m_j \) are elements of \( GF(M) \). This address assignment is optimal for chip-asynchronous systems [8].

We want to demonstrate that a simple modification on the original interference test [9] is sufficient for use in a system that employs the FH patterns (C1). For such a system, the frequency-dehopper has to perform the inverse operation of (C1). Chip-by-chip detection would result in a complete \( m_j \)th row in the dehopped T-F matrix \( A_j \) of user \( j \) if no noise is present. Suppose CCI results in another complete row \( X' \) in \( A_j \). The address assignment scheme assures that every chip in \( X' \) must come from different users and therefore at least \( L \) users \( j_1, j_2, \ldots, j_L \) are needed to produce a complete row. The user that contributes to the \( k \)th entry of \( X' \) is assumed to be the \( j_k \)th user. If there are more than one user that cause this hit, let \( j_k \) be any one of them.

From this address assignment, the \( k \)th entry of the \( j_k \)th user in \( A_j \) will be at row \( r_k \) and column \( k \), where

\[ r_k = (m_{j_k} \beta^{k-1} + \lambda_{j_k}) \beta^{(k-1)} = \delta_k \beta^{(k-1)} + m_{j_k}, \quad k = 1, 2, \ldots, L \]  
(C2)

and \( \delta_k \Delta = \lambda_{j_k} - \lambda_j \). Note that \( \delta_k \neq 0 \) for all \( j_k \). \( l = 1, 2, \ldots, L \), and \( r(k) \) is the row in which the entry of the \( j_k \)th user appears at the \( k \)th column. Since this row is \( X' \) we obtain

\[ r(k) = \delta_k \beta^{(k-1)} + m_{j_k} = X'. \]  
(C3)

Comparing the above equation with [9, (5)], we conclude that the rest of the interference test procedure can be carried out in exactly the same way as that presented in [9] if we replace \( \beta \) by \( \beta^{-1} \).
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