Hough transform neural network for pattern detection and seismic applications
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ABSTRACT

Hough transform neural network is adopted to detect the line pattern of direct wave and the hyperbolic pattern of reflection wave in a one-shot seismogram. We use time difference from point to hyperbola and line as the distance in the pattern detection of seismic direct and reflection waves. This distance calculation makes the parameter learning feasible. One set of parameters represents one pattern. Many sets of parameters represent many patterns. The neural network can calculate the distances from point to many patterns as total error. The parameter learning rule is derived by gradient descent method to minimize the total error. The network is applied to three kinds of data in the experiments. One is the line and hyperbolic pattern in the image data. The second is the simulated one-shot seismic data. And the last is the real one-shot seismic data. Experimental results show that lines and hyperbolas can be detected correctly in three kinds of data. The method can also tolerate certain level of noise data. The detection results in the one-shot seismogram can improve the seismic interpretation and further seismic data processing.
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1. Introduction

Hough transform (HT) was used to detect the parameterized shapes by mapping original image data in the image space into the parameter space [5,6,10,12]. The purpose of HT was to find the peak value (maximum) in the parameter space. The coordinates of a peak value in parameter space were corresponding to a shape in the image space. Calculating such transformation was time consuming, the memory in parameter space was too large, and the peak determination was not easy in the parameter space.

Neural network was developed to solve the HT problem [1–3]. The Hough transform neural network (HTNN) was designed for detecting lines, circles, and ellipses [1–3]. The determination of parameters of objects was by the neural network learning, not by the mapping to the parameter space. But there was no application to the detection of hyperbola.

Seismic pattern recognition plays an important role in oil exploration. In a one-shot seismogram, the travel-time curve of direct wave pattern is a straight line and the reflection wave pattern is a hyperbola. In 1985 and 1987, Huang et al. had applied the HT to detect the line pattern of direct wave and the hyperbolic pattern of reflection wave in a one-shot seismogram [7,8]. However, it had the same serious drawbacks in the calculation as the conventional HT.

In 2006, Huang et al. [9] applied HTNN to detect the line pattern of direct wave and the hyperbolic pattern of reflection wave in a one-shot seismogram. However, the distance from point to line and hyperbola using different distance definitions, determination of two-stage learning and decreasing basis in Gaussian basis function make the learning complex. Here, we also take the advantage of HTNN. We define the vertical time difference as the distance from point to line and to hyperbola that makes the definition consistency. Moreover, the learning process is simplified to one-stage and the preprocessing of the envelope processing, threshold processing, and peak detection processing is taken to improve the detection result. We also have the real seismic data experiment.

2. Seismic signals

Seismic exploration is an essential procedure in oil and gas exploration. Seismic signal is produced by explosion and receiving. After explosion, there are direct waves along the ground surface and reflection waves from the reflection layer.

2.1. Direct wave

There are two basic kinds of seismic waves: the direct wave and the reflection wave [4,13,14]. Direct wave propagates along the surface to the receivers. Fig. 1 shows the wave path of the
direct wave, and the time when the direct wave reaches the receiver is in Eq. (1), where \(x\) is the distance from the source to the receiver. Fig. 2 is the direct wave in the one-shot seismogram with 40 traces. The time–distance curve is a line. Wave velocity in the layer is 2200 m/s, and the distance of the receiving station is 50 m. The sampling interval is 0.004 s:

\[ t = \frac{x}{v}. \]  

(1)

### 2.2. Reflection wave

The reflection wave propagates through the medium and is reflected back from the reflection layer. There are two cases: from the horizontal reflection layer and from the dipping reflection layer. The first case is the horizontal reflection layer as shown in Fig. 3. The time of the wave reaching the \(k\)th receiver is derived in Eq. (2), and the time–distance curve is a hyperbola as shown in Fig. 4:

\[ t = \frac{\sqrt{OQ^2 + OP^2}}{v} = \frac{\sqrt{OQ^2 + OP^2}}{v} = \sqrt{(2d)^2 + x^2} \cdot \frac{1}{v}. \]  

(2)

The other case is a dipping reflection layer as shown in Fig. 5. In this case, we use trigonometric laws of cosine to derive the relation between receiving time \(t\) and the distance \(x\) in Eq. (3). After further algebraic calculation, we find it is also a hyperbola (Eq. (4)). Fig. 6 shows the one-shot seismogram of the reflection wave from the dipping reflection layer. Note here, the wave from dipping reflection layer shifts right related to the wave which is from horizontal reflection layer:

\[ t = \frac{\sqrt{OQ^2 + OP^2}}{v} = \frac{\sqrt{OQ^2 + OP^2}}{v} \]

\[ = \sqrt{OQ^2 + OP^2 - 2OQOP \cos(\angle OQP)} \]

\[ = \sqrt{OQ^2 + OP^2 - 2OQOP \cos(90^\circ - \theta)} \]

\[ = \sqrt{(2d)^2 + x^2 - 4dx \sin \theta}, \]

(3)
3. Seismic pattern detection system

To detect parameters of the line (direct wave) and hyperbola (reflection wave), we adopt the HTNN. The proposed seismic pattern detection system is shown in Fig. 7.

3.1. Preprocessing

The input seismogram including the direct wave and reflection wave in Fig. 8 passes through envelope processing, threshold processing, and peak detection processing [7]. For seismic data, \( s(x_i,t_i) \), \( 1 \leq x_i \leq 65, 1 \leq t_i \leq 512 \), after envelope processing, \( s'(x_i,t_i) \) becomes \( s'(x_i,t_i) \), we set a threshold \( T \). Through threshold processing, \( s'(x_i,t_i) \geq T \), and peak detection processing, data become the object points, \( x_i = [x_i, t_i]^T \), \( i = 1, 2, \ldots, n \). Fig. 9 is the result of preprocessing. After preprocessing, the object points enter the HTNN.

3.2. Hough transform neural network (HTNN)

The adopted HTNN consists of three layers: distance layer, radial basis function (RBF) layer, and the total error layer. The network is shown in Fig. 10. It is an unsupervised network capable of detecting \( m \) parameterized objects: lines and hyperbolas, simultaneously. The objects can fit the data. And the error must be minimized. Gradient descent method is used in the parameter learning.

In Fig. 10, input vector \( x_i = [x_i, t_i]^T \) is the \( i \)th point of the image, where \( i = 1, 2, \ldots, n \). In the preprocessed seismic image, \( x_i \) is the trace index between shot point and receiving station, and \( t_i \) is index in time coordinate. Each pattern (line or hyperbola) has one set of parameters. The number of patterns, \( m \), must be given before HTNN learning. Input each point \( x_i \) into distance layer, we calculate the distance \( d_{ik} = D_i(x_i) = D_i(x_i, t_i) \) from \( x_i \) to the \( k \)th pattern (line or hyperbola), \( k = 1, 2, \ldots, m \). \( O_k \) is the number of line patterns and \( O_k \) is the number of hyperbolic patterns. Then, \( d_{ik} \) passes through the RBF layer and the activation output is \( e_{ik} = 1 - f(d_{ik}) \), where \( f(\cdot) \) is a Gaussian basis function, i.e., \( f(d_{ik}) = \exp(-d_{ik}^2/\sigma^2) \), and \( e_{ik} \) is the error or the modified distance from the \( i \)th point \( x_i \) to the \( k \)th pattern. Thus, when \( d_{ik} \) is near zero, \( e_{ik} \) is also near zero. In the last layer, we calculate the total error from \( x_i \) to all \( m \) patterns, \( E_i = e_{i1} \cdot e_{i2} \cdots e_{im} \). When \( x_i \) belongs to one pattern, then \( e_{ik} = 0 \), and \( E_i = 0 \).

3.3. Distance layer

3.3.1. Distance from point to hyperbola

In a one-shot seismogram, the reflection wave pattern is a hyperbola. Note that, for seismic pattern, there is no rotated hyperbola. So the equation of the \( k \)th hyperbola is

\[
- \left( \frac{x - x_{0,k}}{a_k} \right)^2 + \left( \frac{t - t_{0,k}}{b_k} \right)^2 - 1 = 0. \tag{5}
\]

We consider the positive \( x \) side, the equation becomes:

\[
H_k(x) = b_k \sqrt{\left( \frac{x - x_{0,k}}{a_k} \right)^2 + 1} - (t - t_{0,k}) = 0. \tag{6}
\]

We minimize the distance from point \( x_i \) to the hyperbola. That is minimize \( \frac{1}{2} ||x - x_i||^2 \) subject to \( H_k(x) = 0 \).

From Lagrange method, the Lagrange function is

\[
l(x, \lambda) = \frac{1}{2} ||x - x_i||^2 + \lambda \left[ b_k \sqrt{\left( \frac{x - x_{0,k}}{a_k} \right)^2 + 1} - (t - t_{0,k}) \right]. \tag{7}
\]

By the first-order necessary condition, we have the following equations:

\[
\frac{\partial}{\partial x} l(x, \lambda) = (x - x_i) + \lambda \frac{b_k}{a_k} (x - x_{0,k}) \sqrt{(x - x_{0,k})^2 + 1} = 0,
\]

\[
\frac{\partial}{\partial t} l(x, \lambda) = (t - t_i) - \lambda = 0,
\]

\[
\frac{\partial}{\partial a_k} l(x, \lambda) = b_k \sqrt{\left( \frac{x - x_{0,k}}{a_k} \right)^2 + 1} - (t - t_{0,k}) = 0. \tag{9}
\]

To solve the equations in Eq. (9), we must take fourth-order complex computations. So alternatively we consider the time difference as the distance from a point \( x_i = (x_i, t_i) \) to a hyperbola in seismic pattern detection case. The distance is defined as

\[
d_{ik} = t(x_i) - t_i = b_k \sqrt{\left( \frac{x_i - x_{0,k}}{a_k} \right)^2 + 1} - (t_i - t_{0,k}) = H_k(x_i). \tag{10}
\]

Fig. 11 illustrates the distance from point to hyperbola in the difference of vertical time direction.
3.3.2. Distance from point to line

Although Basak and Das proposed HTNN to detect lines, they used the second-order equation of conoidal shapes [2]. Here, we use the slope–intercept form of straight-line equation in the analysis.

The equation of the \( k \)th line is

\[
t = m_k x + b_k, \tag{11}
\]

or in the form:

\[
L_k(x) = m_k x - t + b_k = 0. \tag{12}
\]

The distance from the point \( x_i \) to the \( k \)th line is a constraint minimization problem:

\[
\text{minimize } \frac{1}{2} ||x - x_i||^2 \text{ subject to } L_k(x) = 0. \tag{13}
\]

However, for the case of seismic pattern, to have the same distance measure, the distance from a point to the line is also considered as time difference from the point \( x_i = (x_i, t_i) \) to the line.

The distance used here is

\[
d_{ik} = t(x_i) - t_i = m_k x_i - t_i + b_k = L_k(x_i). \tag{14}
\]

Fig. 12 illustrates the distance from point to line in the difference of vertical time direction.
3.4. RBF function layer

After the distance calculation from a point to a pattern, the modified distance or the error is defined as
\[ e_{ik} = 1 - f(d_{ak}) = 1 - \exp\left(-\frac{d_{ik}^2}{\sigma^2}\right), \]  
where \( f(d_{ak}) \) is the RBF. The \( \sigma \) in Gaussian basis function controls the effected range. For the larger \( \sigma \), the effected range is larger. If we do not use RBF, we can use \( f(d_{ak}) = |d_{ak}| \).

3.5. Total error layer

We consider that the multiplication of \( m \) errors from RBF function layer is the total error. So the total error for point \( x_i \) is defined as
\[ E_i = C(e_{i1}, \ldots, e_{ik}, \ldots, e_{im}) = e_{i1} \cdot e_{i2} \cdots e_{im} = \prod_{k=1}^{m} e_{ik}. \]  
The total error becomes zero when the distance between point \( x_i \) and any pattern is zero, i.e., \( e_{ik} = 0 \), and \( E_i = 0 \).

4. Parameter learning rules

Initially give random values to parameters of each pattern (line or hyperbola). For each input \( x_i \), we calculate the distance from \( x_i \) to each pattern. Then calculate the total error, \( E_i \), of \( x_i \), and use gradient descent method to update parameters of each pattern to reach minimum error. Fig. 13 illustrates the change of parameters corresponding to the change of the pattern, i.e., pattern matches the data by learning. The parameters of line or hyperbola can be written as a parameter vector \( p_k \), and the learning \( p_k(t+1) = p_k(t) + \Delta p_k(t) \), where \( k = 1, 2, \ldots, m \), and by gradient descent method:
\[ \Delta p_k = -\beta \frac{\partial E_i}{\partial p_k}, \]  
where \( \beta \) is the learning rate. From Eq. (17) and by chain rules, \( \Delta p_k \) can be written as
\[ \Delta p_k = -\beta \left( \frac{\partial E_i}{\partial e_{ik}} \right) \left( \frac{\partial e_{ik}}{\partial p_k} \right) = -\beta \frac{E_i}{e_{ik}} \left( \frac{2d_{ik}}{\sigma^2} \right) (1 - e_{ik}) \frac{\partial d_{ik}}{\partial p_k}. \]  
We derive \( \frac{\partial d_{ik}}{\partial p_k} \) for hyperbola and line, respectively, as follows.

4.1. Learning rule for hyperbola

For the non-rotated \( k \)th hyperbola, or seismic reflection pattern, in Eq. (6), the parameter vector of hyperbola is \( p_k = [a_k, b_k, x_{0,k}, \theta_{0,k}]^T \), and thus
\[ \frac{\partial d_{ik}}{\partial p_k} = \left[ \frac{\partial d_{ik}}{\partial a_k} \frac{\partial d_{ik}}{\partial b_k} \frac{\partial d_{ik}}{\partial x_{0,k}} \frac{\partial d_{ik}}{\partial \theta_{0,k}} \right]. \]  
From Eq. (10), the elements of \( \frac{\partial d_{ik}}{\partial p_k} \) are
\[ \frac{\partial d_{ik}}{\partial d_{ik}} = \frac{(-b_k/a_k)((x_i - x_{0,k})/a_k)^2}{\sqrt{((x_i - x_{0,k})/a_k)^2 + 1}}. \]
\[
\begin{align*}
\frac{\partial d_k}{\partial b_k} &= \sqrt{\left(\frac{x_i - x_{0,k}}{a_k}\right)^2 + 1}, \\
\frac{\partial d_k}{\partial x_{0,k}} &= \frac{-(b_k/a_k)(x_i - x_{0,k})/a_k}{\sqrt{((x_i - x_{0,k})/a_k)^2 + 1}}, \\
\frac{\partial d_k}{\partial t_{0,k}} &= 1.
\end{align*}
\]

Then, from Eqs. (18) and (20), we have

\[
\Delta p_k = [\Delta a_k \Delta b_k \Delta x_{0,k} \Delta t_{0,k}]^T
\]

\[
= -\beta \left( \frac{E_k}{\epsilon_{ik}} \right) \left( \frac{2d_{ik}}{\sigma^2} \right) (1 - e_{ik}) \left[ \frac{-(b_k/a_k)(x_i - x_{0,k})/a_k}{\sqrt{((x_i - x_{0,k})/a_k)^2 + 1}} \right].
\]

For seismic reflection wave from the horizontal reflection layer, we have \(x_{0,k} = 0\) in Eq. (6). So the parameter vector is \(p_k = [a_k b_k t_{0,k}]^T\), and by Eq. (21), which implies parameter adjustment:

\[
\Delta p_k = [\Delta a_k \Delta b_k \Delta t_{0,k}]^T
\]

\[
= -\beta \left( \frac{E_k}{\epsilon_{ik}} \right) \left( \frac{2d_{ik}}{\sigma^2} \right) (1 - e_{ik}) \left[ \frac{-(b_k/a_k)(x_i - x_{0,k})/a_k}{\sqrt{((x_i - x_{0,k})/a_k)^2 + 1}} \right] \left[ \frac{-(b_k/a_k)(x_i - x_{0,k})/a_k}{\sqrt{((x_i - x_{0,k})/a_k)^2 + 1}} \right].
\]

4.2. Learning rule for line

For the \(k\)th line, the parameter vector is \(p_k = [m_k b_k]^T\). Thus,

\[
\frac{\partial d_{ik}}{\partial p_k} = \left[ \frac{\partial d_{ik}}{\partial m_k} \frac{\partial d_{ik}}{\partial b_k} \right]^T.
\]

From Eq. (14), we can get:

\[
\frac{\partial d_{ik}}{\partial m_k} = x_i \text{ and } \frac{\partial d_{ik}}{\partial b_k} = 1.
\]

Hence, from Eqs. (18) and (24), we have

\[
\Delta p_k = [\Delta m_k \Delta b_k]^T
\]

\[
= -\beta \left( \frac{E_k}{\epsilon_{ik}} \right) \left( \frac{2d_{ik}}{\sigma^2} \right) (1 - f(d_{ik})) \left[ \frac{x_i}{1} \right]^T.
\]

Fig. 15. Experiments on lines: (a) four lines, (b) data with Gaussian noise \(N(0,1)\), (c) data with Gaussian noise \(N(0, 2)\), and (d), (e), (f) corresponding error plot with iterations.
4.3. Learning process

The flowchart of the learning system is shown in Fig. 14. Here, we use simple one-stage learning instead of two-stage learning [1], that is, all parameters are changed simultaneously. The number of patterns or objects, including lines and hyperbolas, \( O_L \) and \( O_H \), must be given. Initially give random parameter vectors. Then input each data and adjust the parameter vector as in Eq. (21) or (22) and (25). One input data has one error. Then we calculate the average error for all input data. Finally, if the average error is less than a threshold, \( E_{th} \), or the iterations reach the preset maximum iteration number, the learning stops.

5. Experiments

In the first part, several lines and hyperbolas are generated and detected. In the second part, we do the experiments on the simulated one-shot seismogram for the line detection of direct wave and the hyperbola detection of reflection wave. In the third part, we do the experiments on the detection of direct wave and the reflection wave in the real seismic data.

5.1. Experiments on the detection of line and hyperbolic patterns in simulated image data

We do the experiments on the detection of lines, hyperbolas, and both of them in Figs. 15–17. The learning rates of the center \((x_0, y_0)\), the major and minor axes \((a, b)\) of hyperbola, the slope \((m)\) and intercept \((b)\) of line are not the same and set by experiments. In experiments of part one, learning rates for the center is 1, for the major and minor axes of hyperbola is 0.5, for the slope of line is 0.01 and for the intercept of line is 1. The \( \sigma \) in Gaussian basis function is preset and is found to be related to the size of images. In experiment part one, \( \sigma \) is 10.

In Fig. 15(a), there are four lines, \( O_L = 4 \), with total 200 points. In Fig. 15(b), the data are disturbed by Gaussian random noise with zero mean and variance one, that is, \( N(0,1) \). In Fig. 15(c), the Gaussian noise is \( N(0,2) \). We see that lines in Fig. 15(a) and (b) are well detected even if Fig. 15(b) has noise data. But in Fig. 15(c) larger noise data, the detection result is affected by noise.

In Fig. 16(a), there are two hyperbolas (100 points), \( O_H = 2 \). And in Fig. 16(b) and (c), data are with Gaussian random noise \( N(0,1) \) and \( N(0,2) \), respectively. Results show that hyperbolas are detected correctly in Fig. 16(a)–(c).

In Fig. 17(a), there are two lines, \( O_L = 2 \), and two hyperbolas, \( O_H = 2 \), with total 200 points, and data with Gaussian random noise \( N(0,1) \) and \( N(0,2) \) in Fig. 17(b) and (c). Results show that hyperbolas are detected correctly in Fig. 17(a)–(c).

The parts (d), (e), and (f) of Figs. 15–17 are plots of error versus iterations for parts (a), (b), and (c) of Figs. 15–17, respectively.

5.2. Experiments on simulated seismic data

5.2.1. Horizontal reflection layer

The HTNN is applied to the simulated seismic data for line and hyperbolic detection. Fig. 8 is the simulated one-shot seismogram from the horizontal reflection layer where the depth of the
reflection layer is 500 m and the velocity of the p-wave in the sedimentary rock is about 2500 m/s [11]. There are 65 receiving stations on both sides of explosion with 50 m between each two receiving stations. The sampling interval is 0.004 s. The impulse response is 25 Hz Ricker wavelet. Reflection coefficient is 0.2 and noise is band-passed noise, 10.2539–59.5703 Hz, with uniform distributed over (−0.2, 0.2). The one-shot seismogram in Fig. 8 is first preprocessed by envelope processing, threshold processing, and peak detection processing. The preprocessing result is shown in Fig. 9. The image size is 512 × 65 where the origin is on the top-left corner with horizontal x-axis and vertical y-axis. These 129 points are then used as the input data to HTNN.
In this part of the experiment, learning rates for the center is 0.1, for the major and minor axes of hyperbola is 0.1, for the slope of line is 0.1 and for the intercept of line is 5. The $\sigma$ in Gaussian basis function is 25. The preset numbers of lines and hyperbolas are $O_L = 2$ and $O_H = 1$. Fig. 18(a) shows the result of lines and the hyperbola detection in Fig. 9. And the plot of error versus iterations is shown in Fig. 18(b).

5.2.2. Dipping reflection layer
Fig. 19 shows the detection of direct and reflection wave from the dipping reflection layer by HTNN. Fig. 19(a) is the original one-shot seismogram. After preprocessing, the input data in Fig. 19(b) have 127 points. The detection results are in Fig. 19(c). And the error plot is shown in Fig. 19(d). The result is also good.

5.3. Experiments on real seismic data
The system is also applied to detect direct wave and reflection wave in real seismic data. We obtain data from Seismic Unix System developed by Colorado School of Mines [14].

The real data with the size $3100 \times 48$ shown in Fig. 20(a) is from Canadian Arctic, which has 48 traces and 3100 samples per trace with sampling interval 0.002 s. The horizontal axis is the trace number and the vertical axis is time $t$. After preprocessing [7], Fig. 20(b) shows the result of preprocessing with the threshold 0.15. We only choose 53 points with $y < 500$ which includes points from direct wave and first reflection wave as input data to the HTNN. Learning rates for the center is 0.1, for the major and minor axes of hyperbola is 10, for the slope of line is 1, and for the intercept of line is 100. The $\sigma$ in Gaussian basis function is 80. The preset numbers of lines and hyperbolas are $O_L = 2$ and $O_H = 1$. Fig. 20(c) is the detection result of two lines and a hyperbola. The plot of the result on the original one-shot seismogram is shown in Fig. 20(d). The detected parameters of lines of direct wave and hyperbola of reflection wave in image space in Fig. 20(c) are listed in Table 1.

6. Conclusions
HTNN is adopted to detect the line pattern and the hyperbola pattern in image data, and is also adopted to detect the line pattern of direct wave and the hyperbola pattern of reflection wave in a one-shot seismogram. The objects can fit the data. The parameter learning rules are derived by gradient descent method to minimize the total error. We define the vertical time difference as the distance from point to hyperbola that makes the learning feasible. In the experiments on the pattern detection of the line and hyperbola, patterns are well-detected even if there are noises. The method can tolerate certain level of noise. For the data with large noise, the method may suffer from the local optimal problem. In the experiments on seismic data, the detection results in the line pattern of direct wave and the hyperbola pattern of

![Fig. 19. (a) One-shot seismogram for dipping reflection layer. (b) Result of preprocessing. (c) Line and hyperbola detected by HTNN. (d) Plot of error versus iterations.](image-url)
reflection wave are good. The detection results can improve seismic interpretation and further seismic data processing.

In the experiments, the detection results depend on the learning rate and parameter $\sigma$ in the Gaussian basis function. These parameters are set heuristically. Further research may be done to justify why these selected values provide good results in the experiments.
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