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A periodic structure of bonded GaAs wafers has been proposed for quasi-phase-matched second-harmonic generation. After bonding, voids were formed at the interface due to the natural topographical irregularities and contamination on the wafer surface. Within the voids, crystallites with diamond-shaped and dendritic geometries were found, which corresponded to the bonded regions. In this study, artificial voids were introduced at the bonded interface to study the growth kinetics of these crystallites, that is the healing kinetics of these voids. It was found that the crystallite geometries and the growth rates are controlled by the nucleation of new surface layers on the bonded planes, which was the slowest stage during the healing process. © 2002 American Institute of Physics. [DOI: 10.1063/1.1502194]

Bonding of III–V semiconductors was originally developed for two-layer optoelectronic devices.1–4 Bonding processes were usually performed at elevated temperatures to increase the bonding strength and bonded area.5,6 The bonding temperature could be decreased to as low as 150 °C, if the wafers were cleaned with atomic hydrogen, and then bonded inside an UHV apparatus.5,7 However, regardless of the bonding temperature, voids were always found at the interface. These voids were caused by natural topographical irregularities, surface contamination, solvent residues, trapped gases, and/or misorientation between the wafers.

Based on the studies mentioned above, a periodic structure of bonded GaAs wafers was proposed for quasi-phase-matched (QPM) second-harmonic generation (SHG).5,6,8 In this structure, each layer had to be rotated 180 ° from the adjacent one. This in turn created a twin boundary at the interface. After bonding, voids were also found at the interface. Infrared transmission microscopy revealed two kinds of bonding features (crystallites) in these voids: diamond/rhombohedral geometry and dendrite geometry.5

Similar crystallites were found in studies of crack-healing in ceramic materials.9,10 Four stages have been identified in the ceramic crack-healing process: (a) a continuous regression of the void from the void tip or a discontinuous pinch-off of the void along the lengths of the voids, (b) cylindricalization of the voids, (c) breakup of the cylindrical voids into rows of isolated pores, and (d) shrinkage or growth of isolated pores. The morphological changes and transport mechanisms in crack healing were found to bear significant similarities to those in the GaAs wafer bonding processes. As a result, the research findings in crack healing were applied in the studies of the interfacial voids in GaAs wafer bonding.

In our previous studies,5,6 artificial voids were introduced at the interface to investigate the first healing stage of interfacial voids in GaAs wafer bonding. It involved the creation of controlled voids in one wafer surface by etching it with photolithographically generated patterns, and then bonding it to an unpatterned wafer. Using this approach, we were able to vary the void shape (disks, squares, and rectangles), size (ranging from 5–500 μm) and depth (ranging from 10 to 3000 nm), and therefore simulate the interfacial defects caused by natural topographical irregularities on the wafer surface.

After high temperature bonding (850–950 °C), regardless of the void geometry, most crystallites formed in the voids were initiated (nucleated) by the mechanism of pinch-off along the lengths of the voids. This pinch-off phenomenon did not change even when various compressive stresses (0–3 MPa) were applied during bonding.5,6

At the twin boundary, the growth of crystallites had two principal morphologies: a dendrite geometry and a diamond/rhombohedral geometry, as shown in Fig. 1. These two different features resulted from surface energy anisotropy and/or growth rate anisotropy.5,6 When the void depth h was >200 nm, by the Gibbs–Thomson calculation, the driving force for growth was small. The shapes of crystallites were resulted mainly from surface energy anisotropy.5 Most of the crystallites were diamond-shaped, as shown in Fig. 1(a). The
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FIG. 1. IR transmission optical micrograph of artificial voids at (001) GaAs twin boundary: (a) h = 200 nm, 900 °C, 10 h and (b) h = 70 nm, 900 °C, 4 h.
edges of the diamond features were elongated in the (100) direction, which was bounded by low surface energy \{110\} planes. On the other hand, when the void depth was small (h \approx 70 \text{ nm}) and the driving force was larger. According to the growth rate anisotropy, as shown in Fig. 1(b), dendrites grew quickly in the (110) direction, which was bounded by fast growing \{111\} planes.

The growth kinetics of these interfacial crystallites, however, was still not clear. Therefore, in this study, the growth kinetics of these crystallites (the healing kinetics of interfacial voids) was investigated by bonding two GaAs wafers with their crystallographic axes aligned relative to one another. The boundary between these two bonded wafers were designated as "normal boundary."

After bonding, the majority of the crystallites formed at the normal boundary were in the shape of cylinder (Fig. 2). Most of these cylinder crystallites were nucleated by the pinch-off mechanism, regardless of bonding temperature (850–950 °C), void geometry, or compressive stress. It was also found that the growth rates of cylinders were much slower than that of dendrites and diamonds.

As shown in Fig. 3, there are three stages related to the growth rates of these crystallites during the bonding process: (1) decomposition from unbonded (001) wafer planes, (2) mass transport, and (3) deposition on the exposed bonded planes. Since the crystallite geometries and the growth rates are controlled by the slowest stage above, it is crucial to identify the slowest stage. If either decomposition or mass transport was the slowest stage during the bonding process, the observed crystallite geometries and the growth rates of both twin and normal boundaries should be very similar. This is due to the fact that the major difference between these two boundaries is that the twin boundary has an artificial (001) twin at the bonded interface, while the normal boundary does not. They are not much different in their unbonded wafer planes and mass transport paths. However, this hypothesis was not supported by observation. For instance, most of the crystallites formed at the twin boundary were in the shapes of dendrite (for h \approx 70 \text{ nm}) or diamond (for h \approx 200 \text{ nm}), but most of the crystallites formed at the normal boundary were cylinder shaped (regardless of the void depth). Moreover, the growth rates of dendrites and diamonds were 10 times higher than that of cylinders. These observations clearly eliminated decomposition and mass transport as the slowest stage. Therefore, the slowest stage should be the deposition on the exposed bonded planes.

Furthermore, as shown in Fig. 3, there are two limiting steps in the deposition stage: (1) surface layer nucleation and (2) surface layer growth. If the layer growth was the slower limiting step, the crystallite geometries and the growth rates of both twin and normal boundaries should be similar. However, as mentioned previously, the crystallites formed at these two boundaries were quite different. On the other hand, if the layer nucleation was the slower limiting step, each nucleation event should result in the crystallization of an entire layer, thus the surface of exposed bonded planes should be very smooth. This smooth surface has been verified by a previous transmission electron microscope analysis. The above observations clearly demonstrated that layer growth is not the slower step. At the same time, it suggested that surface layer nucleation is more likely to be the slower limiting step of crystallite growth in bonded areas.

The nucleation rate of a new surface layer depended on the boundary of bonded GaAs wafers. For a normal boundary, new layers were uniformly distributed on the crystallite surface, which can be described by a pillbox model. With respect to the formation of a pillbox-shaped island [Fig. 4(a)], the energy barrier is given by

\[ \Delta G^{\text{dep}}(r) = (-\pi r^2 a) \Delta G_t + 2 \pi r a \gamma_f, \]

where \( r \) is the island radius, \( a \) is the lattice distance, \( \Delta G_t \) is the deposition driving force, and \( \gamma_f \) is the ledge free energy.

There will be a maximum in \( \Delta G^{\text{dep}}(r) \) at some \( r = r^* \). This maximum will act as an effective energy barrier to the formation of a new pillbox-shaped island. The maximum can
be found by setting $\Delta G^{\text{dep}} = 0$. We find $r^* = \gamma_t / \Delta G_i$ and
$\Delta G^{\text{dep}}(r^*) = \pi a \gamma_t^2 / \Delta G_i$. For the nucleation of pillbox-shaped layers, the crystallite growth rate is given by

$$V = aA_l = aA_{l0} \exp[-\Delta G^{\text{dep}} / kT]$$

$$= aA_{l0} \exp[-\pi a \gamma_t^2 / (kT \Delta G_i)],$$

where $A$ is the area available for nucleation of new layer, $I$ is the nucleation frequency per unit area, and $T$ is the temperature. In Eq. (1), it is assumed that the layer growth rate is infinitely rapid compared to the formation rate of new pillboxes. Therefore, each nucleation event results in the crystallization of an entire layer. If this does not hold, then the Eq. (1) needs to be multiplied by a factor $<1$.\(^{11}\)

As for a (001) twin plane, layers were produced by the nucleation on the reentrant corners in Fig. 4(b).\(^{11}\) In this case, the critical radius and effective energy barrier of formation of the half-box island are given by

$$r_{tw}^* = \gamma / \Delta G_i,$$

$$\Delta G_{\text{tw}}^{\text{dep}}(r_{tw}^*) = 0.5 \pi a \gamma_t^2 / \Delta G_i,$$

and

$$\gamma = \gamma_t + \frac{2}{\pi} \left[ \gamma_{tw} - \Delta \gamma(\phi) \right],$$

where $\gamma_{tw}$ is the twin boundary energy and $\Delta \gamma(\phi)$ is the change in the surface energy of the flat edge, which is in contact with the adjacent tilted face.\(^{11}\) This calculation shows that the formation energy of a partial pillbox island is lower than that of a full pillbox island. Therefore, according to Eq. (1), the crystallite growth rate at the twin boundary was much higher than that at the normal boundary. In other words, the growth rates of diamonds and dendrites were much higher than that of cylinders.

Artificial voids, which were used to simulate gaps formed between GaAs wafers during bonding, were introduced at the bonded interface to study the healing kinetics of voids. It was found that crystallites formed within these artificial voids during the bonding process and corresponded to the bonded regions within the voids. Their geometries and growth rates were controlled by the nucleation of new layers on the bonded planes. When there was a normal boundary at the bonded interface, the nucleation of a new layer on the bonded planes could be described by a pillbox model. Most of the crystallites were in the shape of cylinder and their growth rates were slow. On the other hand, when there was a (001) twin boundary at the interface, the twin-plane re-entrant corners lowered the formation energy for the partial pillbox island. Therefore, most of the crystallites were in the shapes of dendrite or diamond with much higher growth rates than that of cylinder crystallites.
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