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Lower confidence bounds with sample size information for $C_{pm}$ applied to production yield assurance

W. L. PEARN†* and MING-HUNG SHU‡

The process capability index $C_{pm}$, sometimes called the Taguchi index, has been proposed to the manufacturing industry as providing numerical measures on process performance. A lower confidence bound estimates the minimum process capability, conveying critical information regarding product quality, which is essential to quality assurance. The sample size determination is directly related to the cost of the data collection plan. The purpose of this paper is to provide explicit formulas with efficient algorithms to obtain the lower confidence bounds and sample sizes required for specified precision of the estimation on $C_{pm}$ using the maximum likelihood estimator (MLE) of $C_{pm}$. We also provide tables for the engineers/practitioners to use for their in-plant applications. A real-world example taken from a microelectronics manufacturing process is investigated to illustrate the applicability of the proposed approach. The implementation of existing statistical theory for capability assessment bridges the gap between the theoretical development and factory applications.

1. Introduction

The loss-based process capability index $C_{pm}$, sometimes called the Taguchi index, has been proposed to the manufacturing industry to measure process performance. The index measures the ability of the process to cluster around the target, which reflects the degrees of process targeting (centring). The index $C_{pm}$ incorporates the variation of production items with respect to the target value and the specification limits preset in the factory (see Hsiang and Taguchi 1985, Chan et al. 1988, Kotz and Johnson 1993, Kotz and Lovelace 1998). The index $C_{pm}$ is defined in the following:

$$C_{pm} = \frac{USL - LSL}{6\sqrt{\sigma^2 + (\mu - T)^2}},$$

where $USL$ is the upper specification limit, $LSL$ is the lower specification limit, $\mu$ is the process mean, $\sigma$ is the process standard deviation, and $T$ is the target value setting of the midpoint of the specification limits ($T = m = (USL + LSL)/2$). The capability index $C_{pm}$ is not primarily designed to provide an exact measure on the number of conforming items, i.e. the process yield. However, $C_{pm}$ considers the process departure $(\mu - T)^2$ (rather than $6\sigma$ alone) in the denominator of the
definition to reflect the degrees of process targeting (Hsiang and Taguchi 1985, Chan et al. 1988). We note that \( \sigma^2 + (\mu - T)^2 = \mathbb{E}[(X - T)^2] \) which is the major part of the denominator of \( C_{pm} \). Since \( \mathbb{E}[(X - T)^2] \) is the expected loss, where the loss of a characteristic missing the target is often assumed to be well approximated by the symmetric squared error loss function, \( \text{loss}(X) = k(X - T)^2 \), the capability index \( C_{pm} \) has been referred to as a loss-based index.

In general the process mean \( \mu \) and the process standard deviation \( \sigma \) are unknown. However, in practice, \( \mu \) and \( \sigma \) can be estimated using the sample data. We then consider the natural estimator of the index \( C_{pm} \). In order to calculate the estimator, however, sample data must be collected, and a great degree of uncertainty may be introduced into capability assessments due to sampling errors. The approach by simply looking at the calculated values of the estimated indices and then making a conclusion on whether the given process is capable, is highly unreliable as the sampling errors have been ignored. A reliable approach for estimating the true value of \( C_{pm} \) is to construct the lower confidence bound. The lower confidence bound is not only essential to production yield assurance, but can also be used in capability testing for decision making. In fact, Ruczinski (1996) showed that \( \text{Yield} \leq 2\Phi(3C_{pm}) - 1 \), or the fraction of non conformities \( (2\Phi(-3C_{pm})) \). Table 1 displays various values of \( C_{pm} = 0.95(0.05)2.00 \), and the corresponding maximum possible non-conformities (in PPM). For example, if a process has capability with \( C_{pm} \geq 1.25 \), then the production yield would be at least 99.982%.

### Table 1. Various values of \( C_{pm} \) and the maximum possible non-conformities (in PPM).

<table>
<thead>
<tr>
<th>( C_{pm} )</th>
<th>PPM</th>
<th>( C_{pm} )</th>
<th>PPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>4371.923</td>
<td>1.50</td>
<td>6.795</td>
</tr>
<tr>
<td>1.00</td>
<td>2699.796</td>
<td>1.55</td>
<td>3.319</td>
</tr>
<tr>
<td>1.05</td>
<td>1632.705</td>
<td>1.60</td>
<td>1.587</td>
</tr>
<tr>
<td>1.10</td>
<td>966.848</td>
<td>1.65</td>
<td>0.742</td>
</tr>
<tr>
<td>1.15</td>
<td>560.587</td>
<td>1.70</td>
<td>0.340</td>
</tr>
<tr>
<td>1.20</td>
<td>318.217</td>
<td>1.75</td>
<td>0.152</td>
</tr>
<tr>
<td>1.25</td>
<td>176.835</td>
<td>1.80</td>
<td>0.067</td>
</tr>
<tr>
<td>1.30</td>
<td>96.193</td>
<td>1.85</td>
<td>0.029</td>
</tr>
<tr>
<td>1.35</td>
<td>51.218</td>
<td>1.90</td>
<td>0.012</td>
</tr>
<tr>
<td>1.40</td>
<td>26.691</td>
<td>1.95</td>
<td>0.005</td>
</tr>
<tr>
<td>1.45</td>
<td>13.614</td>
<td>2.00</td>
<td>0.002</td>
</tr>
</tbody>
</table>

#### 2. Estimation of \( C_{pm} \)

The index \( C_{pm} \) can be rewritten as the following:

\[
C_{pm} = \frac{d}{3\sqrt{\sigma^2 + (\mu - T)^2}},
\]

where \( d = (USL - LSL)/2 \) is half the length of the specification interval. Chan et al. (1988) and Boyles (1991) proposed the following two estimators of \( C_{pm} \),

\[
\hat{C}_{pm} = \frac{d}{3\sqrt{S^2 + (\bar{X} - T)^2}}, \quad \hat{C}_{pm} = \frac{d}{3\sqrt{S_n^2 + (\bar{X} - T)^2}},
\]
where $\bar{X} = \sum_{i=1}^{n} X_i/n$, $S^2 = \sum_{i=1}^{n} (X_i - \bar{X})^2/(n - 1)$ and $S_n^2 = \sum_{i=1}^{n} (X_i - \bar{X})^2/n$. In fact, the two estimators, $\hat{C}_{pm}$ and $\hat{C}_{pm}$, are asymptotically equivalent. We note that $\bar{X}$ and $S^2_n$ are the MLEs of $\mu$ and $\sigma^2$, respectively. Hence, the estimated index $\hat{C}_{pm}$ is the MLE of $C_{pm}$. Furthermore, the term $S_n^2 + (\bar{X} - T)^2$ in the denominator of $C_{pm}$ is the uniformly minimum variance unbiased estimator (UMVUE) of the term $\sigma^2 + (\mu - T)^2$ in the denominator of $C_{pm}$, where $S_n^2 + (\bar{X} - T)^2 = \sum_{i=1}^{n} (X_i - T)^2/n$ and $\sigma^2 + (\mu - T)^2 = E[(X - T)^2]$. Therefore, it is reasonable, for reliability purpose, that we use the estimator $\hat{C}_{pm}$ to evaluate process performance. Under the assumption of normality, Kotz and Johnson (1993) obtained the $r$th moment, and calculated the first two moments, the mean, and the variance of $\hat{C}_{pm}$. Boyles (1991) and Pearn et al. (1992) showed that $\hat{C}_{pm}$ is distributed as:

$$\hat{C}_{pm} \sim \frac{USL - LSL}{6\sigma} \sqrt{\frac{n}{\chi^2_{n, \lambda}}},$$

which can be alternatively expressed as

$$\hat{C}_{pm} \sim C_{pm} \sqrt{1 + \frac{\lambda}{n}} \sqrt{\frac{n}{\chi^2_{n, \lambda}}}, \quad (1)$$

where $\chi^2_{n, \lambda}$ denotes the non-central Chi-square distribution with $n$ degrees of freedom and non-centrality parameter $\lambda = n\xi^2$ where $\xi = (\mu - T)/\sigma$. Several methods have been proposed for constructing approximate lower confidence bounds of $C_{pm}$ in the literature. Marcucci and Beazley (1988) proposed using the ordinary Chi-square distribution to approximate the non-central Chi-square distribution to obtain the following approximate lower confidence bound, denoted as $C_{pm}^{MB}$,

$$C_{pm}^{MB} \approx \sqrt{\frac{\chi^2_{n}(1 - \gamma)}{n}} C_{pm}, \quad (2)$$

where $\chi^2_{n}(1 - \gamma)$ is the $(1 - \gamma)$th percentile of the ordinary central Chi-square with $n$ degrees of freedom. Thus, the approximate sample size needed for given estimation precision $R_{pm}^{MB}$ can be obtained as (Marcucci and Beazley 1988):

$$n \approx \frac{\chi^2_{n}(1 - \gamma)}{R_{pm}^{MB}}, \quad \text{where} \quad R_{pm}^{MB} = C_{pm}^{MB}/\hat{C}_{pm}. \quad (3)$$

Boyles (1991) used a moment approximation to the non-central Chi-square distribution, $\chi^2_{n, \lambda}$, to obtain the approximate lower confidence bound. It has been shown that the distribution of

$$\frac{S_n^2 + (\bar{X} - T)^2}{\sigma^2 + (\mu - T)^2} = \frac{\hat{\tau}^2 \chi^2_{v}}{\hat{\tau}^2} \quad \text{where} \quad v = n\frac{(1 + \xi^2)^2}{(1 + 2\xi^2)}, \quad (4)$$

Since $C_{pm}/\hat{C}_{pm} = \hat{\tau}/\tau$, an approximate $100\gamma\%$ lower confidence bound for $C_{pm}$, can be found as

$$\hat{C}_{pm} \sqrt{\frac{\chi^2_{n}(1 - \gamma)}{v}}. \quad (5')$$
In practice, Boyles (1991) recommended obtaining the approximate lower confidence bound $C_{pm}^{LB(Bo)}$ as

$$C_{pm}^{LB(Bo)} \approx \hat{C}_{pm} \sqrt{\frac{\chi^2(1-\gamma)}{\hat{v}}}, \quad \text{where} \quad \hat{v} = \frac{n\left(1 + \frac{\xi^2}{2}\right)^2}{\left(1 + 2\frac{\xi}{S}\right)}, \quad \xi = \frac{\bar{X} - T}{S}. \quad (5)$$

Thus, the approximate sample size required for given estimation precision $R_{pm}^{LB(Bo)}$ can be obtained by solving $\hat{v}$, where

$$\hat{v} \approx \frac{\chi^2(1-\gamma)}{R_{pm}^{LB(Bo)^2}}. \quad (6)$$

On the other hand, based on equation (1), the 100$\gamma$% lower confidence bound $C_{pm}^{LB(ZH)}$ can be found as (Zimmer and Hubele 1997):

$$C_{pm}^{LB(ZH)} = \hat{C}_{pm} \sqrt{\frac{\chi^2_n(1-\gamma)}{n + \hat{\lambda}}}. \quad (7)$$

Thus, the sample size required with a given estimation precision $R_{pm}^{LB(ZH)}$ can be obtained as:

$$n = \frac{\chi^2_n(1-\gamma)}{R_{pm}^{LB(ZH)^2}} - \hat{\lambda}. \quad (8)$$

Using equations (1) and (7), Zimmer and Hubele (1997) and Zimmer et al. (2001) presented graphical procedures and tables of $\sqrt{n/\chi^2_n(1-\gamma)}$ to obtain confidence intervals and sample sizes required of $C_{pm}$, where the parameter $(\mu - T)/\sigma$ is assumed to be a known constant. It is noted that when $(\mu - T)/\sigma = 0$, the lower confidence bounds (7) (Zimmer et al. 2001) are the same as the approximate lower confidence bounds obtained in (2) by Marcucci and Beazley (1988) and (5) by Boyles (1991). Moreover, when $(\mu - T)/\sigma = 0$, equation (8) for the sample sizes would be identical to those obtained from approximate equations (3) and (6). In this paper, we first provide an explicit form of the cumulative distribution function of the maximal likelihood estimator (MLE) of $C_{pm}$, which can be expressed in terms of a mixture of the Chi-square distribution and the normal distribution. We then develop an efficient algorithm to compute the lower confidence bounds to determine the sample sizes required for specified precision of the estimation on $C_{pm}$. We also provide tables for the engineers/practitioners to use in their factory applications. A real-world example on the simultaneous sampling analogue-to-digital converters, taken from a microelectronics-component manufacturing factory, is investigated to illustrate the applicability of the algorithm.

3. Cumulative Distribution Function of Estimated $C_{pm}$

From a demonstrably stable process (under statistical control), the MLE of $C_{pm}$, $\hat{C}_{pm} = d/(3\sqrt{S_n^2 + (\bar{X} - T)^2})$. To derive the cumulative distribution function (CDF) and the probability density function (PDF) of $\hat{C}_{pm}$, we define

1. $D = n^{1/2} d/\sigma$,
2. $K = nS_n^2 / \sigma^2$, which is distributed as $\chi^2_{n-1},$
(3) \( Z = n^{1/2}(X - T)/\sigma \), which is distributed as \( N(\delta, 1) \), where \( \delta = n^{1/2}(\mu - T)/\sigma \),

(4) \( Y = Z^2 \), then, the PDF of \( Y \) can be expressed as:

\[
f_Y(y) = \frac{1}{2\sqrt{y}} (f_Z(-\sqrt{y}) + f_Z(\sqrt{y})), \quad \text{for } y > 0.
\]

We note that the estimator \( \hat{C}_{pm} \) can be rewritten as:

\[
\hat{C}_{pm} = \frac{D}{3\sqrt{K + Y}}.
\]

\[
F_{\hat{C}_{pm}}(x) = 1 - P\left\{ \frac{D}{3\sqrt{K + Y}} > x \right\} = 1 - \int_0^{\infty} P\left\{ \sqrt{K + Y} < \frac{D}{3x} | Y = y \right\} f_Y(y) dy
\]

\[
= 1 - \int_0^{D^2/(9x^2)} P\{K < D^2/(9x^2) - y\} f_Y(y) dy, \quad x > 0.
\]

The last equality in (10) holds since \( P\{K < D^2/(9x^2) - y\} = 0 \), for \( y > D^2/(9x^2) \). Hence, we have

\[
F_{\hat{C}_{pm}}(x) = 1 - \int_0^{D^2/(9x^2)} F_K(D^2/(9x^2) - y) f_Y(y) dy.
\]

Using the representation in (9), we may obtain

\[
F_{\hat{C}_{pm}}(x) = 1 - \int_0^{D^2/(9x^2)} F_K(D^2/(9x^2) - y) \frac{1}{2\sqrt{y}} (f_Z(-\sqrt{y}) + f_Z(\sqrt{y})) dy,
\]

\[
f_{\hat{C}_{pm}}(x) = \int_0^{D^2/(9x^2)} f_K(D^2/(9x^2) - y) D^2 9x^2 \sqrt{y} (f_Z(-\sqrt{y}) + f_Z(\sqrt{y})) dy.
\]

Changing the variable \( g = (3x/D)^2y \) in integral (13), we can obtain the PDF of \( \hat{C}_{pm} \), as follows:

\[
f_{\hat{C}_{pm}}(x) = \frac{D^3}{27\pi^4} \int_0^{1} \frac{1}{\sqrt{g}} f_K \left( \frac{D^2(1 - g)}{9x^2} \right) \left\{ f_Z \left( -\frac{D\sqrt{g}}{3x} \right) + f_Z \left( \frac{D\sqrt{g}}{3x} \right) \right\} dg, \quad x > 0.
\]

We note that the statistic \( Z^2 \) follows a non-central chi-square distribution with one degree of freedom and non-centrality parameter \( \delta^2 \). Chen (1998) defined the distribution of \( Y \) as a weighted non-central chi-square distribution with one degree of freedom and non-centrality parameter \( \delta^2 \) under the assumption of normality. Chen (1998) also derived the PDF of \( Y \), in an alternative form of equation (9), as the following, where \( \lambda = \delta^2 \) and \( Y_j \) is distributed as \( \chi_{\lambda_j}^2 \),

\[
f_Y(y) = \frac{e^{-\lambda/2}}{2\sqrt{\pi}} \sum_{j=0}^{\infty} \left( \frac{\sqrt{2}\delta}{j!} \right)^j \Gamma \left( \frac{1 + j}{2} \right) \left( -1 \right)^j f_{Y_j}(y) f_Y(y), \quad y > 0.
\]

Using the expression for the PDF of \( Y \) in equation (11), we may obtain

\[
F_{\hat{C}_{pm}}(x) = 1 - \frac{e^{-\lambda/2}}{2\sqrt{\pi}} \sum_{j=0}^{\infty} \left( \frac{\sqrt{2}\delta}{j!} \right)^j \Gamma \left( \frac{1 + j}{2} \right)
\]

\[
\times \int_0^{D^2/(9x^2)} F_K(D^2/(9x^2) - y) \left( -1 \right)^j f_{Y_j}(y) f_Y(y) dy
\]

(16)
Therefore, the PDF of $\hat{C}_{pm}$, in an alternative form of (14), can be expressed as
\[
\begin{align*}
  f_{\hat{C}_{pm}}(x) &= \frac{e^{-x/2}}{2\sqrt{\pi}} \sum_{j=0}^{\infty} \left( \frac{\sqrt{2}g_j}{j!} \Gamma\left(\frac{1+j}{2}\right) \right) \\
  &\quad \times \int_0^{D^2/(9x^2)} f_K(D^2/(9x^2) - y)2D^2/(9x^3)dy. 
\end{align*}
\]  
(17)

Changing variable with $g = (3x/D)^2$ $y$ in equation (17), we can obtain the PDF of $\hat{C}_{pm}$, as expressed in equation (18),
\[
\begin{align*}
  f_{\hat{C}_{pm}}(x) &= \frac{2^{1-n/2}D^n}{3^n\Gamma((n-1)/2)} \frac{e^{-x/2}}{2\sqrt{\pi}} \exp\left(\frac{-D^2}{18x^2}\right) \times \sum_{j=0}^{\infty} \frac{1}{j!} \left(\frac{8D}{3x}\right)^j \\
  &\quad \times \sum_{i=1}^2 (-1)^i \int_0^1 (1-g)^{(n-3)/2}g^{(j-1)/2}dg, x > 0. \\
  &= \frac{2^{1-n/2}D^n}{3^n\chi^{n+1}} \exp\left(-\frac{\lambda}{2} - \frac{D^2}{18x^2}\right) \sum_{j=0}^{\infty} \left\{ \left(\frac{jD^2}{36x^2}\right) \Gamma\left(\frac{n}{2} + j\right) \right\} , x > 0, 
\end{align*}
\]  
(18)

which is identical to the PDF of $\hat{C}_{pm}$ obtained in Vännman and Kotz (1995). From equation (12), changing the variable with $y = r^2$, the cumulative distribution function of $\hat{C}_{pm}$ can be expressed in terms of a mixture of the Chi-square distribution and the normal distribution:
\[
F_{\hat{C}_{pm}}(x) = 1 - \int_0^{b\sqrt{n/3x}} F_K\left(\frac{b^2n}{9x^2} - r^2\right) \left[ \phi(t + \xi\sqrt{n}) + \phi(t - \xi\sqrt{n}) \right] dt,
\]
for $x > 0$, where $b = d/\sigma$, $F_K(\cdot)$ is the cumulative distribution function of the ordinary central Chi-square distribution $\chi^2_{n-1}$, and $\phi(\cdot)$ is the PDF of the standard normal distribution $N(0, 1)$. The framework of the derivation can be found in Vännman and Kotz (1995). Figures 1(a)–(d) display the PDF and CDF plots of $\hat{C}_{pm}$ for $\xi = 0$ and 1, $b = 3$, $d = 2$, with various sample sizes $n = 10, 20$ and 50. From figures 1(a)–(d) we observe that for $n = 10$ the distributions are skew and have large spread. As $n$ increases, the spread decreases and so does the skewness. For $n > 50$, the estimate $\hat{C}_{pm}$ is approximately unbiased.

4. Lower confidence bounds on $C_{pm}$

We note that when $C_{pm} = C$, the term $b = d/\sigma$ can be expressed as $b = 3C\sqrt{1 + \xi^2}$. Thus, the index $C_{pm}$ may be expressed as a function of the distribution characteristic parameter $b$
\[
C_{pm} = \frac{d}{3\sigma\sqrt{1 + \xi^2}} = \frac{d / \sigma}{3\sqrt{1 + \xi^2}}.
\]

Hence, given the sample of size $n$, the confidence level $\gamma$, the estimated value, $\hat{C}_{pm}$, and the parameter $\xi$, the lower confidence bounds (denoted as $C_{pm}^{L(PS)}$) can be obtained using a numerical integration technique with iterations, to solve the following (equation (19)). In practice, the parameter $\xi$ is unknown, but it can be calculated from the sample data as $\hat{\xi} = (\bar{X} - T)/S$. It should be noted, in particular, that equation (19) is an even function of $\xi$. Thus, for both $\xi = \xi_0$ and $\xi = -\xi_0$ we may obtain the same
Using equation (19), we may compute the lower confidence bounds, $C_{pm}^{L(PS)}$. An algorithm using the technique called the direct search is developed. An efficient Matlab program (available on request) executing the algorithm is also developed, which incorporates three auxiliary functions for evaluating $C_{pm}^{L(PS)}$, including (a) the cumulative distribution function of the chi-square $\chi_{n-1}^2$, $F_K(\cdot)$, (b) the probability density function of the standard normal distribution $N(0,1)$, $\phi(\cdot)$, and (c) the function of numerical integration using the recursive adaptive Simpson quadrature – ‘quad’. The Matlab program requires no more than 10 CPU seconds for all sample sizes, to obtain the lower bound values for all sample sizes investigated.

Figure 1. (a) PDF plots of $\hat{C}_{pm}$ with $\xi = 0$, $b = 3$, $d = 2$, and $n = 10$, 20, 50 (bottom to top); (b) PDF plots of $\hat{C}_{pm}$ with $\xi = 1.0$, $b = 3$, $d = 2$, and $n = 10$, 20, 50 (bottom to top); (c) CDF plots of $\hat{C}_{pm}$ with $\xi = 0$, $b = 3$, $d = 2$, and $n = 10$, 20, 50 (bottom to top); (d) CDF plots of $\hat{C}_{pm}$ with $\xi = 1.0$, $b = 3$, $d = 2$, and $n = 10$, 20, 50 (bottom to top).

\[
\int_0^{\phi(n/3C_{pm})} F_K \left( \frac{b^2 n}{9C_{pm}^2} - t^2 \right) \left[ \phi(t + \xi \sqrt{n}) + \phi(t - \xi \sqrt{n}) \right] dt = 1 - \gamma. \tag{19}
\]
4.1. Lower confidence bounds \(C_{PM}^{L(PS)}\) and parameter \(\xi\)

Since the process parameters \(\mu\) and \(\sigma\) are unknown, then the distribution characteristic parameter, \(\xi = (\mu - T) / \sigma\) is also unknown, and has to be estimated in real applications, naturally by substituting \(\mu\) and \(\sigma\) by the sample mean \(\bar{X}\) and the sample standard deviation \(S\). Such an approach introduces additional sampling errors from estimating \(\xi\) in finding the lower confidence bounds, and would certainly make our approach (and of course including all the existing methods) less reliable. Consequently, the conclusions made would result in less production yield assurance to the factories, and provide less quality protection to the customers. To eliminate the need for further estimating the distribution characteristic parameter \(\xi\), we examine the behaviour of the lower confidence bounds \(C_L\) against the parameter \(\xi\), using the following approximation formula, in equation (20), proposed by Wilson and Hilferty (1931). Note that the approximation is very accurate for a wide range of percentile points, even with sample sizes as small as 10.

\[
\chi^2(1 - \gamma) = n \left[ Z(1 - \gamma) \sqrt{\frac{2}{9v}} + 1 - \frac{2}{9v} \right]^3. \tag{20}
\]

Substituting equations (20) and (4) into equation (5'), we may obtain

\[
C_L = \hat{C}_{pm} \left[ Z(1 - \gamma) \sqrt{\frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2}} + 1 - \frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2} \right]^{3/2}.
\]

Define the function

\[
f(\xi) = \hat{C}_{pm} \left[ Z(1 - \gamma) \sqrt{\frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2}} + 1 - \frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2} \right]^{3/2},
\]

then

\[
f'(\xi) = \frac{-4\xi^3 \hat{C}_{pm}}{3n(1 + \xi^2)^3} \left[ Z(1 - \gamma) \sqrt{\frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2}} + 1 - \frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2} \right]^{1/2}
\times \left[ Z(1 - \gamma) \left( \frac{2(1 + 2\xi^2)}{9n(1 + \xi^2)^2} \right) \right]^{-1/2} - 1. \tag{21}
\]

It is easy to verify that \(f'(0) = 0\), \(f''(\xi) > 0\) when \(\xi > 0\), and \(f''(\xi) > 0\) when \(\xi < 0\) (even function). So, the function \(f(\xi)\) takes its absolute minimum at \(\xi = 0\). To demonstrate that this result is valid for a non-central Chi-square distribution, we perform extensive calculations to obtain the lower confidence bounds \(C_{PM}^{L(PS)}\) for \(\xi = 0(0.05)3.00\), \(n = 10(5)200\), \(\hat{C}_{pm} = 0.7(0.1)3.0\), and confidence level \(\gamma = 0.95\). Note that of the parameter values we investigated, \(\xi = 0(0.05)3.00\) cover a sufficiently wide range of applications with process capability \(C_{PM}^{L(PS)} \geq 0\). The results indicate that (i) the lower confidence bound \(C_{PM}^{L(PS)}\) is decreasing in \(\xi\), and is increasing in \(n\), (ii) the lower confidence bound \(C_{PM}^{L(PS)}\) obtains its minimum at \(\xi = 0\) in all cases. Figures 2–7 plot the curves of the lower confidence bound, \(C_{PM}^{L(PS)}\), versus the parameter \(\xi\) for \(\hat{C}_{pm} = 0.7\), 0.9, 1.2, 2.0, 2.5, 3.0, respectively, with confidence level \(\gamma = 0.95\). For bottom curve 1, sample size \(n = 30\); for bottom curve 2, sample size \(n = 50\); for bottom curve 3, sample size \(n = 70\); for top curve 3, sample size \(n = 100\);
for top curve 2, sample size $n = 150$; for top curve 1, sample size $n = 200$. Hence, for practical purpose we may solve equation (19) with $\xi = 0$ to obtain the required lower confidence bounds for given $\hat{C}_{pm}$, $n$ and $\gamma$, without having to estimate further the parameter $\xi$. Thus, the level of confidence $\gamma$ can be ensured, and the decisions made based on such approach are indeed more reliable.

We analytically justify (equations (20), (21)), and numerically demonstrate in figures 2–7 that (i) the lower bound function $f(\xi)$ indeed takes its absolute minimum

Figure 2. Plots of $C_{pm}^{(LPS)}$ versus $|\xi|$ for $\hat{C}_{pm} = 0.7$, $\gamma = 0.95$ and $n = 30, 50, 70, 100, 150, 200$.

Figure 3. Plots of $C_{pm}^{(LPS)}$ versus $|\xi|$ for $\hat{C}_{pm} = 0.9$, $\gamma = 0.95$ and $n = 30, 50, 70, 100, 150, 200$.

Figure 4. Plots of $C_{pm}^{(LPS)}$ versus $|\xi|$ for $\hat{C}_{pm} = 1.2$, $\gamma = 0.95$ and $n = 30, 50, 70, 100, 150, 200$. 
at $\xi = 0$, (ii) the lower bound obtained by setting the unknown parameter $\xi = 0$ is indeed maximal among those which guarantee that the level of confidence is at least $\gamma$, and (iii) the lower bound cannot be improved unless the value of the unknown parameter $\xi = 0$ is given. Tables 2(a)–(b) tabulate the lower confidence bound values, $C_{pm}^{L(PS)}$, for $\hat{C}_{pm} = 0.7(0.1)3.0$, $n = 10(5)200$, and $\gamma = 0.95$. For example, if $\hat{C}_{pm} = 1.5$ for $n = 100$, then the lower confidence bound $C_{pm}^{L(PS)} = 1.324$, and so we may conclude that $C_{pm} > 1.324$, with 95% confidence. We remark here that if $\lambda = 0$
5. Sample size determination for $\hat{C}_{pm}$

The sample size determination is important, as it directly relates to the cost of the data collection plan. From equation (19), it can be rewritten as

$$\int_{0}^{R_{pm}^{(PS)}} F_{\beta} \left( \sqrt{n(1 + \xi^2)} \right) \left[ \Phi(t + \xi \sqrt{n}) + \Phi(t - \xi \sqrt{n}) \right] dt = 1 - \gamma.$$  (22)

Table 2(a). Lower confidence bounds $C_{pm}^{L(PS)}$ of $C_{pm}$ for $\hat{C}_{pm} = 0.7(0.1)1.8$, $n = 5(5)200$, (or $\xi = 0$) in the formula $C_{pm}^{L(ZH)}$ obtained in Zimmer and Hubele (1997), then we obtain the same lower bound.
Hence, given the desired estimation precision $R_{\text{PS}}^{(\ell)}$, the confidence level $\gamma$, and the parameter $\xi$, the sample size can be obtained using the numerical integration technique with iterations, to solve equation (22). It should be noted, in particular, that equation (22) is an even function of $\xi$. Thus, for both $\xi = \xi_0$ and $\xi = -\xi_0$ we may obtain the same sample size $n$.

### 5.1. Sample size $n$ and parameter $\xi$

Since the process parameters $\mu$ and $\sigma$ are unknown, then the distribution characteristic parameter, $\xi = (\mu - T)/\sigma$ is also unknown. To eliminate the
need for further estimating the distribution characteristic parameter $\xi$, we examine the behaviour of the sample size $n$ against the parameter $\xi$. We perform extensive calculations to obtain the sample sizes $n$ for $\xi = 0(0.1)3.00$, estimation precision $R_{pm}^{(PS)} = 0.75(0.05)0.95$, and confidence level $\gamma = 0.90, 0.95, 0.975$ and 0.99. Figure 8 plots the curves of the required sample size, $n$, versus the parameter $\xi$ for $R_{pm}^{(PS)} = 0.8(0.05)0.95$, with confidence level $\gamma = 0.95$. In figure 8, for bottom curve 1, $R_{pm}^{(PS)} = 0.8$, for bottom curve 2, $R_{pm}^{(PS)} = 0.85$, for top curve 2, $R_{pm}^{(PS)} = 0.9$, for top curve 1, $R_{pm}^{(PS)} = 0.95$. The results indicate that (i) the sample size $n$ is decreasing in $\xi$, and is increasing in $R_{pm}^{(PS)}$, (ii) the sample sizes $n$ obtains its maximum at $\xi = 0$ in all cases. Hence, for practical purposes we may solve (22) with $\xi = 0$ to obtain the required sample sizes $n$ for given $R_{pm}^{(PS)}$ and $\gamma$, without having to estimate further the parameter $\xi$. Thus, the level of confidence $\gamma$ can be ensured, and the decisions made based on such an approach are indeed more reliable. In fact, Franklin (1999) indicated (without justifications) that one can provide the largest sample size with $\xi = 0$, which coincides with our results. We remark that to maintain the confidence level no less than $\gamma$, the required sample size $n$ obtained using the proposed approach cannot be reduced.

5.2. Computing the required sample size

To compute the sample size required $n$, we develop a Matlab program (available on request). The program reads the desired estimation precision $R_{pm}^{(PS)}$ and the confidence level $\gamma$, and outputs with the sample size $n$ (always rounding up if $n$ is not an integer) and the actual estimation precision $R_\gamma$. Table 3 displays the sample size $n$ required for $R_\gamma \geq R_{pm}^{(PS)}$ with $R_{pm}^{(PS)} = 0.75(0.01)0.95$ and $\gamma = 0.9, 0.95, 0.975$ and 0.99. For example, if $R_{pm}^{(PS)}$ is set to 0.89, then with $\gamma = 0.95$ the sample size needed is $n = 114$. We conclude that a minimum sample size of $n = 114$ is required to be 95% certain that the true $C_{pm}$ is no less than $R_{pm}^{(PS)} = 89.03\%$ of the sample estimate $C_{pm}$. Thus, if the sample estimate $C_{pm} = 1.3$, then the true value of $C_{pm}$ is no less than $1.3 \times 89.03\% = 1.157$, with 95% confidence.

6. Capability measure for analogue-to-digital converters

The type of analogue-to-digital converter we investigated is a CMOS, low-power device with 10-bit, and taking 6 mega samples per second (MSPS), which is a
simultaneous sampling analogue-to-digital converter (SSADC). The characteristics of SSADC in speed, resolution, bandwidth, and single-supply operation make it suitable for applications in radar signal detecting, imaging, high-speed acquisition, and communications. A multi-stage pipelined architecture with output error correction logic provides no missing codes over the full operating temperature range. Internal control registers are used to program the SSADC into the desired mode. The SSADC product consists of four analogue inputs, which are sampled simultaneously. These inputs can be selected individually and configured to single-ended or differential inputs. An integrated 16 word deep FIFO allows the storage of data in order to improve data transfers to the processor.

Internal reference voltages for the SSADC (1.5 V and 3.5 V) are provided. The SSADC has a built-in reference, which provides the reference voltages for the SSADC. The \( V_{\text{REFP}} \) is set to 3.5 V and the \( V_{\text{REFM}} \) is set to 1.5 V. An external reference can also be used through two reference input pins, \( \text{REFP} \) and \( \text{REFM} \), if the reference source is programmed as external. The voltage levels applied to these pins establish the upper and lower limits of the analogue inputs to produce a full-scale and zero-scale reading respectively. This SSADC product is available in 32-pin DA (TSSOP) package and its functional block diagram, as depicted in figure 9. The precision of the reference voltage is an essential product characteristic, which has a significant impact on the SSADC quality. For the reference voltage of this product, the upper specification limit, \( USL \), is set to 3.7 V, and the lower specification limit, \( LSL \), is set to 3.3 V. Sample data collected from 120 analogue-to-digital converters are displayed in table 4. A histogram and the normal probability plot of the 120

<table>
<thead>
<tr>
<th>( R_{\text{pm}} )</th>
<th>( n )</th>
<th>( \gamma = 0.90 )</th>
<th>( n )</th>
<th>( \gamma = 0.95 )</th>
<th>( n )</th>
<th>( \gamma = 0.975 )</th>
<th>( n )</th>
<th>( \gamma = 0.99 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>15</td>
<td>0.7549</td>
<td>23</td>
<td>0.7545</td>
<td>31</td>
<td>0.7522</td>
<td>42</td>
<td>0.7505</td>
</tr>
<tr>
<td>0.76</td>
<td>16</td>
<td>0.7629</td>
<td>25</td>
<td>0.7645</td>
<td>34</td>
<td>0.7633</td>
<td>46</td>
<td>0.7613</td>
</tr>
<tr>
<td>0.77</td>
<td>17</td>
<td>0.7702</td>
<td>27</td>
<td>0.7735</td>
<td>37</td>
<td>0.7730</td>
<td>50</td>
<td>0.7708</td>
</tr>
<tr>
<td>0.78</td>
<td>19</td>
<td>0.7629</td>
<td>29</td>
<td>0.7815</td>
<td>40</td>
<td>0.7816</td>
<td>55</td>
<td>0.7813</td>
</tr>
<tr>
<td>0.79</td>
<td>21</td>
<td>0.7941</td>
<td>32</td>
<td>0.7921</td>
<td>44</td>
<td>0.7917</td>
<td>60</td>
<td>0.7905</td>
</tr>
<tr>
<td>0.80</td>
<td>23</td>
<td>0.8035</td>
<td>35</td>
<td>0.8012</td>
<td>48</td>
<td>0.8005</td>
<td>66</td>
<td>0.8001</td>
</tr>
<tr>
<td>0.81</td>
<td>25</td>
<td>0.8118</td>
<td>39</td>
<td>0.8117</td>
<td>53</td>
<td>0.8101</td>
<td>74</td>
<td>0.8110</td>
</tr>
<tr>
<td>0.82</td>
<td>28</td>
<td>0.8225</td>
<td>43</td>
<td>0.8207</td>
<td>60</td>
<td>0.8215</td>
<td>82</td>
<td>0.8203</td>
</tr>
<tr>
<td>0.83</td>
<td>31</td>
<td>0.8316</td>
<td>48</td>
<td>0.8304</td>
<td>67</td>
<td>0.8310</td>
<td>92</td>
<td>0.8302</td>
</tr>
<tr>
<td>0.84</td>
<td>35</td>
<td>0.8418</td>
<td>54</td>
<td>0.8402</td>
<td>75</td>
<td>0.8403</td>
<td>104</td>
<td>0.8403</td>
</tr>
<tr>
<td>0.85</td>
<td>39</td>
<td>0.8503</td>
<td>62</td>
<td>0.8509</td>
<td>86</td>
<td>0.8508</td>
<td>119</td>
<td>0.8505</td>
</tr>
<tr>
<td>0.86</td>
<td>45</td>
<td>0.8609</td>
<td>71</td>
<td>0.8608</td>
<td>98</td>
<td>0.8602</td>
<td>136</td>
<td>0.8601</td>
</tr>
<tr>
<td>0.87</td>
<td>52</td>
<td>0.8709</td>
<td>82</td>
<td>0.8705</td>
<td>114</td>
<td>0.8703</td>
<td>158</td>
<td>0.8701</td>
</tr>
<tr>
<td>0.88</td>
<td>61</td>
<td>0.8810</td>
<td>96</td>
<td>0.8804</td>
<td>134</td>
<td>0.8804</td>
<td>186</td>
<td>0.8802</td>
</tr>
<tr>
<td>0.89</td>
<td>72</td>
<td>0.8907</td>
<td>114</td>
<td>0.8903</td>
<td>159</td>
<td>0.8902</td>
<td>222</td>
<td>0.8903</td>
</tr>
<tr>
<td>0.90</td>
<td>86</td>
<td>0.9002</td>
<td>138</td>
<td>0.9004</td>
<td>193</td>
<td>0.9003</td>
<td>268</td>
<td>0.9001</td>
</tr>
<tr>
<td>0.91</td>
<td>106</td>
<td>0.9103</td>
<td>170</td>
<td>0.9103</td>
<td>238</td>
<td>0.9102</td>
<td>332</td>
<td>0.9102</td>
</tr>
<tr>
<td>0.92</td>
<td>133</td>
<td>0.9201</td>
<td>214</td>
<td>0.9201</td>
<td>301</td>
<td>0.9202</td>
<td>420</td>
<td>0.9201</td>
</tr>
<tr>
<td>0.93</td>
<td>173</td>
<td>0.9301</td>
<td>279</td>
<td>0.9301</td>
<td>393</td>
<td>0.9301</td>
<td>549</td>
<td>0.9301</td>
</tr>
<tr>
<td>0.94</td>
<td>235</td>
<td>0.9401</td>
<td>380</td>
<td>0.9401</td>
<td>534</td>
<td>0.9401</td>
<td>748</td>
<td>0.9401</td>
</tr>
<tr>
<td>0.95</td>
<td>337</td>
<td>0.9501</td>
<td>546</td>
<td>0.9501</td>
<td>769</td>
<td>0.9501</td>
<td>1078</td>
<td>0.9500</td>
</tr>
</tbody>
</table>

Table 3. Sample size \( n \) required for \( R_y \geq R_{\text{pm}}^{(PS)} \), with \( R_{\text{pm}}^{(PS)} = 0.75(0.01)0.95 \), and \( \gamma = 0.90, 0.95, 0.975, 0.99 \).
Figure 9. The SSADC and the functional block diagram.

Table 4. The 120 sample observations.

<p>| | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3.54</td>
<td>3.49</td>
<td>3.51</td>
<td>3.53</td>
<td>3.54</td>
<td>3.51</td>
<td>3.61</td>
<td>3.53</td>
<td>3.57</td>
<td>3.55</td>
</tr>
<tr>
<td>3.56</td>
<td>3.58</td>
<td>3.50</td>
<td>3.59</td>
<td>3.59</td>
<td>3.54</td>
<td>3.55</td>
<td>3.45</td>
<td>3.45</td>
<td>3.52</td>
</tr>
<tr>
<td>3.48</td>
<td>3.54</td>
<td>3.52</td>
<td>3.51</td>
<td>3.57</td>
<td>3.56</td>
<td>3.60</td>
<td>3.51</td>
<td>3.50</td>
<td>3.55</td>
</tr>
<tr>
<td>3.51</td>
<td>3.59</td>
<td>3.56</td>
<td>3.48</td>
<td>3.47</td>
<td>3.46</td>
<td>3.52</td>
<td>3.55</td>
<td>3.50</td>
<td>3.56</td>
</tr>
<tr>
<td>3.52</td>
<td>3.58</td>
<td>3.50</td>
<td>3.55</td>
<td>3.53</td>
<td>3.48</td>
<td>3.48</td>
<td>3.52</td>
<td>3.49</td>
<td>3.53</td>
</tr>
<tr>
<td>3.48</td>
<td>3.50</td>
<td>3.48</td>
<td>3.49</td>
<td>3.50</td>
<td>3.49</td>
<td>3.52</td>
<td>3.58</td>
<td>3.52</td>
<td>3.57</td>
</tr>
<tr>
<td>3.48</td>
<td>3.48</td>
<td>3.53</td>
<td>3.53</td>
<td>3.49</td>
<td>3.57</td>
<td>3.58</td>
<td>3.50</td>
<td>3.59</td>
<td>3.62</td>
</tr>
<tr>
<td>3.57</td>
<td>3.53</td>
<td>3.53</td>
<td>3.50</td>
<td>3.48</td>
<td>3.51</td>
<td>3.49</td>
<td>3.44</td>
<td>3.53</td>
<td>3.55</td>
</tr>
<tr>
<td>3.53</td>
<td>3.52</td>
<td>3.55</td>
<td>3.55</td>
<td>3.54</td>
<td>3.47</td>
<td>3.56</td>
<td>3.48</td>
<td>3.58</td>
<td>3.53</td>
</tr>
<tr>
<td>3.50</td>
<td>3.50</td>
<td>3.51</td>
<td>3.55</td>
<td>3.51</td>
<td>3.54</td>
<td>3.51</td>
<td>3.57</td>
<td>3.50</td>
<td>3.57</td>
</tr>
<tr>
<td>3.56</td>
<td>3.55</td>
<td>3.52</td>
<td>3.52</td>
<td>3.53</td>
<td>3.59</td>
<td>3.55</td>
<td>3.53</td>
<td>3.53</td>
<td>3.53</td>
</tr>
<tr>
<td>3.54</td>
<td>3.59</td>
<td>3.51</td>
<td>3.45</td>
<td>3.52</td>
<td>3.56</td>
<td>3.49</td>
<td>3.55</td>
<td>3.50</td>
<td>3.49</td>
</tr>
</tbody>
</table>
observation data both show that the sample data appears to be normal. The Shapiro–Wilk test is also used to check whether the sample data follow the normal distribution. The statistic $W$ is found to be 0.9855 with $p$-value 0.2287. Thus, we conclude that the sample data can be regarded as taken from a normal process (or a near normal process).

6.1. Capability calculation and data analysis

6.1.1. LCB applications

In order to obtain the lower confidence bound on $C_{L(PS)}^{pm}$, we execute the Matlab program. The program reads the sample data file, and the input of sample size $n = 120$, $LSL = 3.3$ V, $USL = 3.7$ V, target value $T = 3.5$ V, and confidence level $\gamma = 0.95$, then outputs with the sample mean, $\bar{X} = 3.528$, the sample standard deviation $S_n = 0.0377$, the estimator $\tilde{C}_{pm} = 1.415$, and the lower confidence bound $C_{L(PS)}^{pm} = 1.263$. We therefore conclude that the true value of the process capability $C_{pm}$, is no less than 1.263 with 95% level of confidence. We note that the conclusions made here have used the particular value of $\xi = 0$ in finding the lower confidence bound, thus the confidence level is ensured to be no less than 0.95 (or the Type I error is no greater than 0.05). We thus can ensure that the production yield is 99.984%, and the number of the non-conformities is less than 156 PPM.

6.2. Sample size information applications

For situations where a specified sample data collection plan must be implemented due to limitations on production resource–say one is only allowed to take a sample of $n \leq 150$–we could first check table 3 to obtain the appropriate sample size, $n = 138$, under the column of confidence level $\gamma = 0.95$. The corresponding (actual) estimation precision is $R_P = 0.9004$. Thus, if the sample measurements of the 138 SSADCs yield an estimate $\tilde{C}_{pm} = 1.62$, then we may conclude that the true value of $C_{pm}$ is no less than $1.62 \times 90.04\% = 1.46$, with 95% confidence.

7. Control chart applications

7.1. Multiple control chart samples application

Many of the existing simultaneous sampling analogue-to-digital converters integrated circuit (SSADC IC) manufacturing factories implemented a daily-based production control plan for monitoring/controlling process stability. A routine-basis data collection procedure is executed to run $\bar{X}$ and $S$ control charts (for moderate sample sizes). The past ‘in control’ data consist of multiple samples of $m_i$ groups, with variable sample size $n_i = (x_{i1}, x_{i2}, \ldots, x_{in_i})$ and $N = \sum_{i=1}^{m_i} n_i$. The control chart samples are then analysed to compute the manufacturing capability. Thus, manufacturing information regarding the product quality characteristic is derived from multiple samples in this case, rather than based on one single sample. Under the assumption that these samples are taken from the normal distribution $N(\mu, \sigma^2)$, we consider the following estimators of process mean and process standard deviation,

\[
\bar{X}_i = \frac{\sum_{j=1}^{n_i} x_{ij}}{n_i} \quad \text{and} \quad S_i = \sqrt{\frac{\sum_{j=1}^{n_i} (x_{ij} - \bar{X}_i)^2}{n_i - 1}},
\]

W. L. Pearn and M.-H. Shu
for the $i$th sample mean and the sample standard deviation, respectively. Then, \( X = \frac{1}{C22} \sum_{i=1}^{m_i} X_i / m_s \) and \( S^2_p = \frac{1}{C22} \sum_{i=1}^{m_i} (n_i - 1) S^2_i / \sum_{i=1}^{m_i} (n_i - 1) \) are used for calculating the manufacturing capability \( C_{pm} \). For cases with multiple samples, two estimators of \( C_{pm} \) can be considered, \( \hat{C}^{M(Zh)}_{pm} \) and \( \hat{C}^{M(PS)}_{pm} \), as shown below. The estimator \( \hat{C}^{M(Zh)}_{pm} \) is proposed in Zhang (2001). Unfortunately, the exact distribution of \( \hat{C}^{M(PS)}_{pm} \) is difficult to obtain. The exact distribution of the estimator proposed here, \( \hat{C}^{M(PS)}_{pm} \), can be found as a function of the non-central Chi-squared distribution, which is analytically tractable (Pearn et al. 2003). Consequently, the critical values, lower confidence bounds, sample size determination, and the manufacturing capability calculations can be performed using the same technique for cases with one single sample.

\[
\hat{C}^{M(Zh)}_{pm} = \frac{USL - LSL}{6 \sqrt{\left( (N - 1) S^2_p + N \left( \bar{X} - T \right)^2 \right) / N}}.
\]

\[
\hat{C}^{M(PS)}_{pm} = \frac{USL - LSL}{6 \sqrt{\left( \sum_{i=1}^{m_i} (n_i - 1) S^2_i + N \left( \bar{X} - T \right)^2 \right) / N}}.
\]

### 7.2. MPPAC control chart application

Furthermore, for SSADC IC manufacturing factories having a group of processes to be monitored and controlled, it would be effective to use the MPPAC (Multi-Process Performance Analysis Chart). The MPPAC can be used to illustrate and analyse the manufacturing capability for multiple processes, which conveys critical information regarding the departure of the process mean from the target value, process variability, capability levels, and provides a guideline of directions for capability improvement. Singhal (1991) introduced the \( C_{pk} \) MPPAC for monitoring multiple processes. Pearn and Chen (1997) proposed a modification to the \( C_{pk} \) MPPAC combining the more advanced capability index \( C_{pm} \) and \( C_{pmk} \) to identify the problems causing the processes to fail to centre around the target. Pearn et al. (2002) developed the MPPAC based on the incapability index \( C_{pp} \). Using the same technique, the \( C_{pm} \) MPPAC can be developed to monitor the capability for multiple SSADC IC manufacturing processes. Using the \( C_{pm} \) MPPAC, practitioners/engineers can simultaneously analyse the performance of multiple processes based on one single chart. The \( C_{pm} \) MPPAC also prioritizes the order of the processes which the quality improvement effort should focus on, for either moving the process mean closer to the target value or reducing the process variation. The developed confidence lower bounds can then be applied to the \( C_{pm} \) MPPAC to ensure the accuracy of the MPPAC for given sample sizes.

### 8. Conclusions

In this paper, we considered the problem of finding the lower confidence bound and sample sizes required for specified precision of the estimation for the \( C_{pm} \). The lower confidence bounds present a measure on the minimum capability of the process based on the sample data. The sample size determination is directly related to the cost of the data collection plan. We used the explicit form of the CDF of the
estimator $\hat{C}_{pm}$ expressed in terms of a mixture of the Chi-square distribution and the normal distribution, to calculate the lower confidence bounds and sample sizes required for specified precision of the estimation. We investigated the behaviour of the lower confidence bound values and sample sizes required for specified precision of the estimation versus the process characteristic parameter $\xi = (\mu - T)/\sigma$. The results indicated that the maximal lower confidence bound obtaining its minimal value at $\xi = 0$, and the minimal sample sizes required for specified precision of the estimation can be found by setting $\xi = 0$. The proposed approach ensures that the risk of making incorrect decisions will be no greater than the preset Type I error $1 - \gamma$. We also provided tables for the engineers/practitioners to use for their in-plant applications. A real-world example on analogue-to-digital converters, taken from a microelectronics manufacturing process is investigated, to illustrate the applicability of our approach. The implementation of the existing complicated statistical theory for capability assessment bridges the gap between the theoretical development and the factory applications.
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