Conditional convergence of photorefractive perceptron learning
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We consider the convergence characteristics of a perceptron learning algorithm, taking into account the decay of photorefractive holograms during the process of interconnection weight changes. As a result of the hologram erasure, the convergence of the learning process is dependent on the exposure time during the weight changes. A mathematical proof of the conditional convergence, as well as computer simulations of the photorefractive perceptrons, is presented and discussed.

It is well known that the iterations in the perceptron learning algorithm will converge, leading to a final weight vector (or matrix), provided that such a solution exists.1 Recently the perceptron learning algorithm was implemented by optical interconnection with photorefractive holograms.2–5 In the optical implementation, the weight vector w is represented by the holograms in photorefractive crystals (e.g., LiNbO3). The weight vector can be modified by addition or subtraction of hologram components according to the learning algorithm. Holograms previously stored in photorefractive media are subject to erasure during the training cycles. Thus the perceptron learning algorithm in photorefractive media is modified as

\[
w(k + 1) = w(k)\exp[-|\sigma(k)|t/\tau] + \sigma(k)[1 - \exp(-t/\tau)] \cdot x(k),
\]

where \(t\) is the exposure time, \(\tau\) is the hologram decay time constant, \(k\) is an integer registering the number of interrogations, \(x(k)\) is the \(k\)th input vector, and \(\sigma(k)\) is given by

\[
\sigma(k) = \begin{cases} 
0 & \text{if } x(k) \text{ is correctly classified} \\
1 & \text{if } x(k) \in C1 \text{ but } w(k) \cdot x(k) < \theta \\
-1 & \text{if } x(k) \in C2 \text{ but } w(k) \cdot x(k) > \theta 
\end{cases}
\]

(2)

where \(\theta\) is the threshold value and \(C1\) (or \(C2\)) represents the category of the patterns whose outputs are 1 (or -1).

It is interesting to note that the existing interconnection weight \(w(k)\) is reduced by a hologram decay factor \(\exp(-t/\tau)\) because of the illumination of light during each of the weight changes. It is clear that the exposure time \(t\) plays an important role in determining the magnitude of the incremental weight change as well as the decay of the weight vector. Although there have been several previous studies in the implementation of perceptron in photorefractive media, there is to our knowledge no theoretical groundwork on the issue of convergence. In this Letter we consider the convergence characteristics of the photorefractive perceptron and present what is to our knowledge the first theoretical proof of the conditional convergence. We discover that the photorefractive perceptron learning algorithm according to Eq. (1) will converge, provided that the exposure time is sufficiently small relative to the hologram decay time constant. In addition to the theoretical proof of the conditional convergence, we also present and discuss the results of our computer simulation.

To prove the conditional convergence, we redefine the set of training patterns as

\[
y = \begin{cases} 
x & x \in C1 \\
-x & x \in C2
\end{cases}
\]

(3)

With this definition, the training algorithm of Eq. (1) becomes

\[
w(p + 1) = w(p)\exp(-t/\tau) + [1 - \exp(-t/\tau)] \cdot y(p).
\]

(4)

We note that \(p\) is an integer registering the number of weight changes. Assuming that the initial condition is 0, i.e., \(w(1) = 0\), we obtain, according to Eq. (4),

\[
w(p + 1) = [1 - \exp(-t/\tau)] \sum_{k=1}^{p} y(k)\exp(-(p - k)t/\tau).
\]

(5)

Following the analysis used in the convergence proof of the conventional perceptron6 and carrying out the summation of the exponential terms, we obtain

\[
|w(p + 1)|^2 > \frac{|1 - \exp(-pt/\tau)|^2 \cdot \beta^2}{|w|^2},
\]

(6)

where we have assumed that there exists a solution \(w\) and that \(\beta\) is given by

\[
\beta = \min_{1 \leq k \leq M} w \cdot y(k).
\]

(7)

Using \(w(1) = 0\) and following similar steps, we also obtain

\[
|w(p + 1)|^2 < \frac{1 - \exp(-t/\tau)^2 \cdot \alpha \cdot [1 - \exp(-2pt/\tau)]}{[1 - \exp(-2t/\tau)]}
\]

(8)
where

\[ \alpha = \max_{l=1,k} |y(k)|. \tag{9} \]

Combining Eqs. (6) and (8), we obtain the following condition for the number of iterations \( p \):

\[ \frac{\tanh(pt/2r)}{\tanh(t/2r)} < \frac{\alpha |w|^2}{\beta^2} = P_{\text{max}}, \tag{10} \]

where \( P_{\text{max}} \) is the upper bound of the number of weight changes to reach convergence for the conventional perceptron. In practice, it is not easy for one to determine \( P_{\text{max}} \) from analytic solutions since there are infinite numbers of \( w \). Using the training set and the exposure time, we can obtain only a rough range of the minimum of \( P_{\text{max}} \) by computer simulation. It provides a guideline for determining the proper exposure time for optical implementations.

Before the discussion of the convergence, let us first understand the meaning of inequality (10). We recall that the weight is modified only when \( w \cdot y < 0 \) (i.e., when misclassification occurs). Based on the definition, the total number of weight changes will reach a definite value \( p \) when the system is fully trained. This number \( p \) must satisfy inequality (10). If we can find some number \( p_0 \), from a purely mathematical point of view, such that

\[ \frac{\tanh(p_0t/2\tau)}{\tanh(t/2\tau)} = \frac{\alpha |w|^2}{\beta^2} = P_{\text{max}}, \tag{11} \]

then \( p_0 \) is the upper bound for the total number of weight changes. When either the hologram decay time constant is very long or the exposure time is very short, i.e., \( t/2\tau \) is near zero, inequality (10) reduces to the well-known result of the conventional perceptron,

\[ p < P_{\text{max}}. \tag{12} \]

In this case, \( P_{\text{max}} \) is the upper bound for the total number of weight changes.

In Fig. 1 we plot both sides of inequalities (10) and (12) as a function of \( p \). For inequality (10) the left-hand side is a hyperbolic-tangent function, and for inequality (12) it is a straight line at 45° (\( y = p \)). The right-hand side of each formula is a horizontal line at \( y = P_{\text{max}} \). For the case of a conventional perceptron, this line will always intersect the 45° line at \( P_{\text{max}} \). For the case of a photorefractive perceptron, the intersection exists only when

\[ \tanh(t/2\tau)P_{\text{max}} < 1. \tag{13} \]

For \( t/2\tau \ll 1 \), the condition becomes

\[ (t/2\tau)P_{\text{max}} < 1. \tag{14} \]

In other words, the photorefractive perceptron will converge, provided that \( \tanh(t/2\tau)P_{\text{max}} < 1 \). Let the intersection be at \( p_0 \), we find that the maximum number of steps for convergence is greater than that for the conventional perceptron (i.e., \( P_{\text{max}} < p_0 \)). This is consistent with the fact that the holograms are decaying during the weight changes. It will take more steps (or training cycles) to achieve the solution \( w \). When the exposure time is too long, such that

\[ (t/2\tau)P_{\text{max}} > 1, \tag{15} \]

Eq. (11) has no solution. In other words, there is no upper bound for the number of weight changes, and the photorefractive perceptron learning algorithm may not converge to a solution.

We now discuss the results of our computer simulation. Figure 2 shows our set of training patterns. The three roman letters are specified as class C1, and the three arabic numbers are specified as class C2. We first train the classifier by using the conventional perceptron algorithm. For the input vectors shown in Fig. 2, it takes three training cycles with six weight changes (i.e., \( p = 6 \)) for the training processing to be completed. The simulation results indicate that these six training patterns are linearly separable. We then simulate the photorefractive perceptron according to the learning algorithm given by Eq. (1). The simulation results are shown in Fig. 3. The figure shows the number of weight changes \( p \) as well as the number of training cycles as functions of the normalized exposure time \( t/\tau \). We note that when \( t/\tau \ll 1 \) the number of weight changes and the number of training cycles are nearly constant and are identical to those of the conventional perceptron. This confirms our previous statement that the convergence behavior is similar to that of the conventional perceptron if the hologram decay is...
negligible. We also note that when the normalized exposure time $t/\tau$ is greater than 0.16 the number of steps for convergence increases significantly. This is in agreement with the fact that the photorefractive perceptron will need to take more steps (training cycles) to converge in order to overcome the decay of the holograms. In the simulation when the normalized exposure time $t/\tau$ is greater than 0.3, the error rate remains 100% for all training cycles, and the system does not converge. Again, this is in agreement with our earlier prediction that the perceptron may not converge when the exposure time does not satisfy inequality (13). Table 1 summarizes the results of our computer simulation for various exposure times. We note that there are many solutions for the weight vector. Each of these weight vectors corresponds to an upper bound $P_{i\max}$. In the table, $P_{i\max}$ is evaluated by the definition of inequality (10) with $w = w(p + 1)$. The table also tests the convergence condition of inequality (10). We recall that inequality (13) gives a sufficient condition for convergence only. Violation of the condition does not constitute divergence. This explains the convergent cases in which $\tanh(t/2\tau)P_{i\max} > 1$ in Table 1.

In summary, we have described the conditional convergence of the photorefractive perceptron. To our knowledge, this is the first mathematical proof of the conditional convergence of photorefractive perceptrons. We find that the convergence of photorefractive perceptron learning depends on the exposure time during each of the weight changes. In addition, we also provide results of our computer simulations. The simulation results are in excellent agreement with the mathematical proof.
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