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Abstract

In this paper, we prove the Lagrangian stability of the quasi-periodic system $d^2x/dt^2 + G_x(x,t) = 0$, where $G$ is quasi-periodic in both $x$ and $t$, respectively.
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1. Introduction

In this paper, we consider the existence of quasi-periodic solutions and the Lagrangian stability of the following quasi-periodic system:

$$
\frac{d^2x}{dt^2} + G_x(x,t) = 0,
$$

(1.1)

where $G(x,t)$ is quasi-periodic in $x$ and $t$ with basic frequencies $\omega_1, \ldots, \omega_m$ and $\omega_{m+1}, \ldots, \omega_{m+n}$, respectively, i.e.,

$$
G(x,t) = \sum_{(k,l) \in \mathbb{Z}^m \times \mathbb{Z}^n} G_{kl} e^{i(k,\Omega^1)x + i(l,\Omega^2)t}
$$

(1.2)

with $\Omega^1 = (\omega_1, \ldots, \omega_m)$, $\Omega^2 = (\omega_{m+1}, \ldots, \omega_{m+n})$, $T^{m+n} = \mathbb{R}^{m+n}/\mathbb{Z}^{m+n}$, where the coefficients $G_{kl}$ decay exponentially with $|k| + |l|$.
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It is well known that the long-time behavior of a time-dependent nonlinear equation
\[ \frac{d^2 x}{dt^2} + f(x, t) = 0, \quad (1.3) \]
where \( f \) being periodic or quasi-periodic in \( t \), can be very intricate. As a problem proposed by Littlewood [5], people began to study the Lagrangian stability of (1.3) since the early 60’s.

The first result was due to Morris [8], who proved that each solution \( x(t) \) of the equation
\[ \frac{d^2 x}{dt^2} + 2x^3 = p(t) \quad (1.4) \]
satisfies \( \sup_{R^1} (|x(t)| + |\dot{x}(t)|) < +\infty \), where \( p(t) \) is a continuous periodic function.

In 1987, Dieckerhoff and Zehnder [1] generalized the result to
\[ \frac{d^2 x}{dt^2} + x^{2n+1} + \sum_{i=0}^{l} p_i(t)x^i = 0, \quad (1.5) \]
where \( p_i(t+1) = p_i(t) \) are sufficiently smooth.

Subsequently, this result was extended to the more general cases by several authors, we refer to [2,6] and references therein.

The idea of the above-mentioned papers is as follows. By means of the transformation theory, the system is, outside a large disc \( D = \{(x, \dot{x}) \in R^2 | x^2 + \dot{x}^2 \leq A^2 \} \) in the \((x, \dot{x})\)-plane, transformed into a Hamiltonian equation with the following property. From the Liouville’s theorem, it follows that the Poincaré mapping of the equation is area-preserving and is closed to a so-called twist mapping in \( R^2/D \). Then using the KAM theorem [9], one can find large invariant curves diffeomorphic to circles and surrounding the origin in the \((x, \dot{x})\) plane. Every such curve is the base of a time-periodic and under the flow invariant cylinder in the phase space \((x, \dot{x}, t) \in R^2 \times R^1 \), which confines the solutions in its interior and which therefore leads to a bound of these solutions.

On the other hand, Moser [10] suggested considering the Lagrangian stability of pendulum-type equation
\[ \frac{d^2 x}{dt^2} + G(x, t, x) = p(t), \quad (1.6) \]
where \( G(t+1, x) = G(t, x+1) = G(t, x), p(t+1) = p(t) \) and \( \int_0^1 p(t) \, dt = 0 \). In 1989 and 1990, Levi [3], Moser [11] and You [14] independently proved that each solution \( x(t) \) of (1.5) satisfies \( \sup_{R^1} |\dot{x}(t)| < +\infty \). Their proofs are based on the similar idea as above except that the large disc \( D \) is replaced by \( \{(x, \dot{x}) \in R^2 | |\dot{x}| \leq A \} \).

Recently, Levi and Zehnder [4], Liu and You [7] independently proved the Lagrangian stability for (1.5) with \( p_i(t) \) being quasi-periodic functions with basic frequencies \( \omega_1, \ldots, \omega_m \). In their papers, the frequencies \( (\omega_1, \ldots, \omega_m) \) satisfy the Diophantine conditions
\[ |k_1\omega_1 + \cdots + k_m\omega_m| \geq \frac{c}{|k|^\tau}, \quad c > 0, \quad \tau > m, \quad 0 \neq k \in Z^m. \]

One cannot use the above-mentioned idea to the time quasi-periodic dependent systems because in this case Eq. (1.5) is no longer a time-periodic equation. Instead, they obtain the
quasi-periodic solutions and the boundedness of solutions by using the KAM iterations. Roughly speaking, \( \forall r \in \mathbb{R}^+ \), they find a function \( \Phi_r \) which is quasi-periodic in \( t \) and periodic in \( \theta \) such that the bounded set \( \{ (I, \theta, t) \mid I = \Phi_r(\theta, t), \; t \in \mathbb{R}, \; \theta \in S^1 \} \) is a slight deformation of the infinitely cylinder \( \{ (I, \theta, t) \mid I = r^2 \} \) in the extend space \( \mathbb{R}^+ \times S^1 \times \mathbb{R} \) and is invariant under the flow of Eq. (1.5). Then the invariant set confines the solutions in its interior and which therefore leads to a bound of these solutions.

In this paper, we will also adopt the method of constructing KAM iterations, but the situation in our case is essentially different from [4,7] because (1.1) is neither a periodic nor a polynomial system on \( x \) but a quasi-periodic one. To iterate the KAM step infinitely often, instead using the classical definition of Diophantine condition, we define a modified Diophantine condition. We say \( \Omega = (\Omega^1, \Omega^2) = (\omega_1, \ldots, \omega_m, \omega_{m+1}, \ldots, \omega_{m+n}) \) satisfies a modified Diophantine condition if

\[
\Omega \in O_\alpha = \left\{ \Omega \mid \frac{|\langle k, \Omega \rangle|}{|k|^\tau} \geq \frac{a}{|k|^\tau}, \; \forall 0 \neq k \in \mathbb{Z}^{m+n}, \; 1 \gg \alpha, \; \tau > m+n \right\},
\]

and

\[
\forall l \in \mathbb{N}, \; \exists A(l) \gg l, \; \text{s.t.} \; (A(l)\Omega^1, \Omega^2) \in O_\alpha.
\]

Under these assumptions, we will prove the following theorem.

**Theorem 1.** For the real analytic system (1.1) with \((\Omega^1, \Omega^2)\) satisfying (1.7) and (1.8), we have:

1. All solutions are bounded for all time, \( \sup_{\mathbb{R}^1} |\dot{x}(t)| < +\infty \);
2. Equation (1.1) possesses infinitely many quasi-periodic solutions

\[
x(t) = h(A(l)\omega_1 t, \ldots, A(l)\omega_m t, \omega_{m+1} t, \ldots, \omega_{m+n} t), \quad l = 1, 2, \ldots,
\]

where \( h \) is a \( 2\pi \)-periodic in each argument.

**Remark 1.1.** By some transformation, Eq. (1.6) can be regarded as a special case of Eq. (1.1).

This paper contains three sections. In Section 2, some lemmas are given which will be useful later. In Section 3, we will construct the KAM iterations and prove Theorem 1.

### 2. Some lemmas

First we give some definitions.

Let \( C \in \mathbb{R}^{m+n} \) be any open bounded set. Denote \( T_{\mathbb{A}} : \mathbb{R}^{m+n} \to \mathbb{R}^{m+n} \) the transformation

\[
T_{\mathbb{A}}(x_1, \ldots, x_{m+n}) = (Ax_1, \ldots, Ax_m, x_{m+1}, \ldots, x_{m+n}).
\]

By Fubini theorem, \( \text{mes}(T_{\mathbb{A}}C) = A^m \text{mes}(C) \). From [12], we have

\[
\text{mes}(O_\alpha \cap C) > \text{mes}(C)(1 - c_0 \alpha)
\]

(2.1)
and
\[ \text{mes}(O_a \cap T_A(C)) > A^m \text{mes}(C)(1 - c_0 \alpha), \] (2.2)
where \( c_0 \) is independent on \( A \) and \( \alpha \). In the following, we will fix \( \alpha \) be a small number such that \( 1 - 2c_0 \alpha > 0 \). Hence the right hand of the above two inequalities is larger than 0.

We have the same conclusion for the right hand of the inequality in Lemma 2.1.

Denote \( O_{\alpha,k} = \{ \Omega \in O_a \cap C \mid TB \Omega \in O_a \text{ for some } B = B(k, \Omega) \geq k \} \). Obviously, \( O_{\alpha,k} \subset O_{\alpha,k+1} \).

**Remark 2.1.** To prove the existence of \( \Omega \) satisfying (1.7) and (1.8), it is sufficient to prove \( \bigcap_{k=1}^{\infty} O_{\alpha,k} \neq \emptyset \).

In fact, we will prove

**Lemma 2.1.** \( \text{mes}(\bigcap_{k=1}^{\infty} O_{\alpha,k}) \geq \text{mes}(C)(1 - 2c_0 \alpha) \).

**Proof.** Otherwise, there must exist \( K \in \mathbb{N} \) and \( 0 < \delta \ll 1 \), such that \( \text{mes}(\bigcap_{k=1}^{K} O_{\alpha,k}) = \text{mes}(O_{\alpha,K}) < \text{mes}(C)(1 - 2c_0 \alpha) - \delta \). Assume \( A > K \). Then, by Fubini theorem, we have
\[ \text{mes}(T_A(O_{\alpha,K})) < A^m \text{mes}(C)(1 - 2c_0 \alpha) - \delta). \] (2.3)

On the other hand, if \( x \in T_A(O_a \cap C) \cap O_a \), it means that there exists \( y \in O_a \cap C \) such that \( x = T_A(y) \in O_a \). Combining the definition of \( O_{\alpha,k} \) and the assumption \( A > K \), we have \( x \in T_A(O_{\alpha,K}) \), which yields \( T_A(O_{\alpha,K}) \subset T_A(O_a \cap C) \cap O_a \). We shall prove that
\[ \text{mes}(T_A(O_a \cap C) \cap O_a) > A^m \text{mes}(C)(1 - 2c_0 \alpha), \] (2.4)
which contradicts with (2.3).

From Fubini theorem and (2.1), we have
\[ \text{mes}(T_A(O_a \cap C)) = A^m \text{mes}(O_a \cap C) > A^m \text{mes}(C)(1 - c_0 \alpha). \] (2.5)

Obviously \( T_A(O_{\alpha,K}) \subset T_A(C) \) and \( O_a \cap T_A(C) \subset T_A(C) \). From (2.2), (2.5) and the fact that \( \text{mes}(T_A(C)) = A^m \text{mes}(C) \), we have \( \text{mes}(T_A(O_a \cap C) \cap (O_a \cap T_A(C))) > A^m \text{mes}(C)(1 - 2c_0 \alpha) \), which implies (2.4).

**Remark 2.2.** From Lemma 2.1 and the definition of \( O_{\alpha,k} \), we know there are infinitely many \( \Omega \) satisfying (1.7) and (1.8).

In the following, to avoid a flood of constants we will write \( u \ll v, u \ll v \) if there exist positive constants \( c > 1 \) and \( \gamma < 1 \) which depend only on \( \alpha, m, n, \tau \) such that \( u \ll cv \) and \( u \ll \gamma v \), respectively.

Equation (1.1) is equivalent to the following analytic system:
\[ x' = \frac{\partial H}{\partial y} = y, \quad y' = -\frac{\partial H}{\partial x} = -G_x(x, t) \] (2.6)
with the Hamiltonian function
\[ H(x, y, t) = \frac{1}{2} y^2 + G(x, t) \] (2.7)
with $G$ quasi-periodic in $x$ and $t$ with basic frequencies $\Omega^1$ and $\Omega^2$, respectively. Denote $A_L = \{(I, \theta, t) \mid I \geq L, (\theta, t) \in \mathbb{R}^2\}.$

**Lemma 2.2.** Consider the real analytic system (2.6), (2.7) with the Diophantine condition (1.7). Then there exists a canonical diffeomorphism $\psi$ depending quasi-periodically on $t$ of the form

$$\psi : y = I + u(I, \theta, t), \quad x = \theta + v(I, \theta, t),$$

such that $A_{I_0} \subset \psi(A_{I_0}) \subset A_{I_0}$ for some large $I_0 < I_0 < I_0$. Moreover the transformed real analytic Hamiltonian vector field $\psi^*(X_H) = \tilde{X}_H$ is of the form

$$\tilde{H}(I, \theta, t) = \frac{1}{2} I^2 + \tilde{G}(I, \theta, t), \quad (2.8)$$

where $\tilde{G}$ is quasi-periodic in $\theta$ and $t$ with the same basic frequencies as those of $G$ and satisfying $\|\tilde{G}\| \leq I^{-1}$.

**Proof.** We shall look for the required transformation $\psi$ given by means of a generating function $W(I, x, t)$, so that $\psi$ is implicitly defined by

$$\psi : y = I + \frac{\partial W}{\partial x}, \quad \theta = x + \frac{\partial W}{\partial t}.$$

Then $\tilde{H}$ expressed in the variables $(I, x, t)$ instead of $(I, \theta, t)$ has the form

$$\tilde{H} = \frac{1}{2} \left( I + \frac{\partial W}{\partial x} \right)^2 + G(x, t) + \frac{\partial W}{\partial t} \equiv \frac{1}{2} \left( I + \frac{\partial W}{\partial x} \right)^2 + \frac{\partial W}{\partial t}.$$

Now we determine $W$ by the equation

$$I \frac{\partial W}{\partial x} + G(x, t) = [G](t), \quad (2.9)$$

where $[G](t) = \sum_{k \neq 0} G_{kl} e^{i[k, \Omega^2]t}$.

Write $G, W$ in the Fourier series

$$G(x, t) = \sum_{0 \neq k \in \mathbb{Z}^m} G_{kl} e^{i[k, \Omega^1]x + i[k, \Omega^2]t},$$

$$W(x, t) = \sum_{0 \neq k \in \mathbb{Z}^m} W_{kl} e^{i[k, \Omega^1]x + i[k, \Omega^2]t}.$$
By the condition (1.7), we have the estimate
\[ |W_{kl}| = \left| \frac{G_{kl}}{iI(k, \Omega^1)} \right| \leq \frac{G_{kl}|k|^T}{|I|\alpha}. \]
With Cauchy inequality, it is easy to prove that \( \tilde{\mathcal{H}} \) is a real analytic system and \( \tilde{G} \) satisfies \( \| \tilde{G} \| < I^{-1} \), where
\[ \tilde{G}(I, \theta, t) = \frac{1}{2} \left( \frac{\partial W}{\partial x} \right)^2 + \frac{\partial W}{\partial t}. \]
From [13, Chapter 3] we know that \( \tilde{G} \) is quasi-periodic on \( \theta, t \) with basic frequencies \( \omega_1, \ldots, \omega_m \) and \( \omega_{m+1}, \ldots, \omega_{m+n} \), respectively. Because \( [G] \) depends only on variable \( t \), we ignore it in Hamiltonian function. \( \square \)

Suppose \( \lambda \gg 1 \) and satisfies \( (2\lambda \Omega^1, \Omega^2) \in O_\alpha \). From (1.8) and Lemma 2.1, we know such \( \lambda \) exists. For our purpose, it is sufficient to consider the following real analytic system in the domain \( \Sigma : \text{Im} |t|, |\text{Im} \theta| < s, |I - \lambda| < r \):
\[ H(I, \theta, t) = \frac{1}{2} I^2 + R(I, \theta, t) \]
with \( R \) quasi-periodic on \( \theta, t \) and satisfying \( \|R\| < \epsilon \), where \( \epsilon = \epsilon(m, n, \tau, \alpha, s, r) \) is a small parameter.

Set \( I = \lambda + \tilde{I} \), where \( |\tilde{I}| \leq \epsilon^{1/2} \); then (2.10) is equivalent to the analytic parameterized system defined in \( D_{r,s} \times O_h \),
\[ H(\lambda, \theta, \tilde{I}, t) = \lambda \tilde{I} + G(\theta, t, \tilde{I}, \lambda) \]
with \( G \) quasi-periodic in \( \theta, t \) and satisfying \( \|G\| < \epsilon \), where
\[ D_{r,s} = \{ (\theta, \tilde{I}, t) \mid |\tilde{I}| < r, |\text{Im} \theta|, |\text{Im} t| < s \} \in \mathbb{C}^3, \]
\[ O_h = \{ \lambda \mid \text{dist}(\lambda \Omega^1, \Omega^2) - O_\alpha < h \} \in \mathbb{C}. \]
Here we ignore the constants term \( \lambda^2/2 \) in \( H \) because the dynamical properties of the Hamiltonian determined by \( H \) are independent of this quantity.

Without leading to confusion, we denote variables by \( \lambda, x, y, t \) instead of \( \lambda, \theta, \tilde{I}, t \), i.e., we write the Hamiltonian function in the following form:
\[ H(x, t, y, \lambda) = \lambda y + G(x, t, y, \lambda) \]
with \( G \) quasi-periodic in \( x, t \) of frequencies \( \Omega^1, \Omega^2 \), respectively.

3. KAM iterations and proof of Theorem 1

3.1. One KAM step

In this subsection, we will propose the necessary assumptions on \( \epsilon, r, s, h \) and \( r_+, s_+, h_+ \) such that the new perturbation terms \( \epsilon_+ \) is much smaller than \( \epsilon \) after one KAM step, where the plus sign indicates the corresponding parameter value for the next step.
(a) Truncation. We approximate $G$ by a Hamiltonian $R$, which is linear in $y$ and a trigonometric polynomial in $x$ and $t$. To this end, let $Q$ be the linearization of $G$ in $y$ at $y = 0$. By Taylor’s formula with remainder and Cauchy’s estimate, we have

$$|Q|_{r,s} < \epsilon, \quad |G - Q|_{y,r,s} < \eta^2 \epsilon,$$

where $0 < \eta < 1/8$. Then we simply truncate the Fourier series of $Q$ at order $K$ to obtain $R$.

From classical KAM theorem [12], we know

$$|R - Q|_{r,s-x} < K^{m+\eta} e^{-K \sigma} \epsilon,$$

where $K \geq 1$. Since the factor $K^{m+\eta} e^{-K \sigma}$ will be made small later on, we also have

$$|R|_{r,s-x} < \epsilon.$$

(b) Symplectic transformation. We construct a symplectic transformation with the generating function $S$, $\phi:\begin{cases}
\tilde{x} = x + \frac{\partial S}{\partial \tilde{y}}, \\
y = \tilde{y} + \frac{\partial S}{\partial x}.
\end{cases}$

Then we have

$$\tilde{H}(x,t,\tilde{y},\lambda) = H(x,t,\tilde{y} + \frac{\partial S}{\partial x},\lambda)$$

$$= \lambda \left( \tilde{y} + \frac{\partial S}{\partial x} \right) + \frac{\partial S}{\partial t} + R(x,t,\tilde{y} + \frac{\partial S}{\partial x},\lambda) + G - R.$$

We determine $S$ by the equation

$$\lambda \frac{\partial S}{\partial x} + \frac{\partial S}{\partial t} + R(x,t,\tilde{y},\lambda) = [R] = 0,$$

where $[R] = G_{00}$.

Write $S$ in Fourier series

$$S(x,t,\tilde{y},\lambda) = \sum_{k \in \mathbb{Z}^{m+n}, k \neq 0} S_k(\tilde{y},\lambda) e^{i((k_1,\Omega^1) x + (k_2,\Omega^2) t)}, \quad k = (k_1, k_2).$$

From (3.3) we obtain

$$i \left( (k_1, \lambda \Omega^1) + (k_2, \Omega^2) \right) S_k(\tilde{y},\lambda) + R_k(\tilde{y},\lambda) = 0,$$

i.e.,

$$S_k(\tilde{y},\lambda) = -\frac{R_k}{i((k_1, \lambda \Omega^1) + (k_2, \Omega^2))}.$$

Suppose

$$h < \frac{a}{2} K^{\sigma-\tau-1},$$

then we have
\[ \left| \langle k_1, \lambda \Omega^1 \rangle + \langle k_2, \Omega^2 \rangle \right| \geq \left| \langle k_1, \lambda_0 \Omega^1 \rangle + \langle k_2, \Omega^2 \rangle \right| - \left| \langle k_1, (\lambda - \lambda_0) \Omega^1 \rangle \right| \geq \frac{\alpha}{|k|^\tau} - \frac{\alpha K^{-\tau}}{2|k|^\tau}, \]

where \( \lambda_0 \in \Omega_\alpha \). So
\[ |S_k(\tilde{y}, \lambda)| < \frac{2}{\alpha} |R_k(\tilde{y}, \lambda)|^2. \]

As a consequence,
\[ \|S(x, t, \tilde{y}, \lambda)\|_{r, s} < \sum_{|k| < K, k \neq 0} \|R_k\|_{r, s} e^{\sigma|k|^\tau} \leq \sum_{|k| < K, k \neq 0} \|R\|_{r, s} - 3 \sigma e^{\sigma|k|^\tau} < \frac{\epsilon}{r^2} e^{-|k|^\tau} \leq \frac{\epsilon}{r^2} e^{-|k|^\tau}. \]

(c) New error. We write the new Hamiltonian function into the following form:
\[ H_+(x_+, t, y_+, \lambda_+) = \lambda_+ y_+ + G_+(x_+, t, y_+, \lambda_+), \]
where \( H_+ = \tilde{H}, x_+ = \tilde{x}, y_+ = \tilde{y}, \lambda_+ = \lambda + [R]y_+ \), and
\[ G_+ = [R](y) - [R](y_+) + R(y) - R(y_+) + G - R, \]
where we have ignored the variables \( t \) and \( \lambda \).

By the same reason as in the proof of Lemma 2.2, \( G_+ \) can be expressed into the form
\[ G_+ = \sum_{k \in \mathbb{Z}^m, l \in \mathbb{Z}^n} G_{+kl}(y_+, \lambda_+) e^{i\langle k, \Omega^1 \rangle x + i\langle l, \Omega^2 \rangle t} \]

with the coefficients \( G_{+kl} \) decay exponentially with \( |k| + |l| \).

If
\[ \epsilon < \frac{\eta \sigma^{\tau + 1}}{r^2}, \]
then we have
\[ \frac{\partial S}{\partial x} \leq \frac{\eta r}{8} \frac{\partial S}{\partial y} \leq \sigma \text{ on } D_{r/2, s - 3\sigma}. \]

By direct computation, we have
\[ \left| R\left( \tilde{y} + \frac{\partial S}{\partial x} \right) - R(\tilde{y}) \right| \leq \left| R\left( \tilde{y} + \frac{\partial S}{\partial x} \right) \frac{\partial S}{\partial x} \right| \leq \frac{\epsilon^2}{r^2 \sigma^{\tau + 1}} \leq \frac{\epsilon^2}{r^2 \sigma^{\tau + 1}}. \]

Combining (3.1) and (3.2) with the above inequality, we have
\[ \|G_+\|_{q, r, s - 3\sigma} < \eta^2 \epsilon + K^{m+n} e^{-K\sigma \epsilon} + \frac{\epsilon^2}{r^2 \sigma^{\tau + 1}}. \]

(d) Transformation of the frequencies. The new parameter of frequencies is \( \lambda_+ = \lambda + [R]y_+/2 \). We need the inequality
\[ \frac{\epsilon}{r} \leq h \]

to ensure the existence of a real analytic inverse map \( O_{h/2} \rightarrow O_{h/4}, \lambda_+ \rightarrow \lambda. \)
Denote \( \epsilon_+ = \frac{\epsilon^2}{r\sigma} + (\eta^2 + K^{m+n}e^{-K\sigma})\epsilon \).

Hence with the assumptions (3.4), (3.5) and (3.7), we have proved that there exist a real analytic transformation \( \phi : D_{\eta r,s} - 5\sigma \times O_{h/4} \rightarrow D_{r,s} \times O_h \) such that \( H \circ \phi = N_+ + G_+ \) with \( \|G_+\| \leq \epsilon_+ \).

Let \( E = \frac{\epsilon}{r\sigma}, \quad r_+ = \eta r, \quad \sigma_+ = \frac{\sigma}{2} \).

With the assumption that
\[
\eta^2 = E, \quad (3.8)
\]
\[
\sigma^{-(m+n)}K^{m+n}e^{-K\sigma} \leq E, \quad (3.9)
\]
we have that \( E_+ = \frac{\epsilon_+}{r_+\sigma_+} \) satisfies
\[
|E_+| < \frac{E\epsilon}{\eta r\sigma^2} = \eta^{-1}E \frac{\epsilon}{r\sigma^2} = E^{3/2}.
\]

In summary, all the necessary assumptions are

(i) \( \epsilon < \eta r\sigma^{r+1} \);

(ii) \( \frac{\epsilon}{r} < h \);

(iii) \( h < K^{-t-1} \);

(iv) \( \eta^2 = E \);

(v) \( K^{m+n}e^{-K\sigma} \leq E \).

3.2. Proof of Theorem 1

We are now ready to set up our parameter sequences. Before doing this, we need to make sure that the above inequalities hold for the initial values \( h_0, K_0, \ldots \). But here we may simply define
\[
K_0^{-v-1} = h_0 = \frac{c_0\epsilon_0}{r_0},
\]
and fix
\[
\frac{\epsilon_0}{r_0\sigma_0} = E_0 = \gamma_0
\]
to some sufficiently small constant \( \gamma_0 \). This will make \( K_0\sigma_0 \) large so that the second inequality is satisfied.

Set
\[
\sigma_{j+1} = \frac{\sigma_j}{2}, \quad s_{j+1} = s_j - 5\sigma_j, \quad \sigma_0 = \frac{s_0}{20}.
\]
Then $s_0 > s_1 > \cdots \to s_0/2$. Set
\[ E_{j+1} = c_j^{\kappa - 1} E_j, \quad h_{j+1} = \frac{h_j}{4^\mu}, \quad K_{j+1} = 4K_j, \]
where $\kappa = 3/2, \mu = 4/3$. Set
\[ r_{j+1} = \eta_j r_j, \quad \eta_j^2 = E_j, \]
\[ D_j = \{ |y| < r_j \} \times \{ |\text{Im}x|, |\text{Im}t| < s_j \}, \]
\[ O_j = \{ \lambda \mid \text{dist}(\lambda(\Omega^1 \cup \Omega^2), O_\alpha) < h_j \}. \]

It is not difficult to see that the assumptions (i)–(v) hold for the next step only if they hold in the last step.

All the things we have to do further to check the convergence of iterations are similar as classical KAM theorem (see [12]), we omit it here.

Note that all the symplectic transformations $\phi$ in every step are quasi-periodic on $\theta$ and $t$, we obtain in the neighborhood of the infinitely far point infinitely many invariant sets. Moreover, each of them is a slight deformation of infinite cylinder surrounding the origin and therefore is bounded in $y$-variable. On these invariant sets the solutions are quasi-periodic on $t$ with basic frequencies expressed as in Theorem 1. By the existence and uniqueness theorem, we obtain the boundedness of all solutions of Eq. (1.1).
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