Automatic defect recognition of TFT array process using gray level co-occurrence matrix
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A B S T R A C T

This study proposed an automatic optical inspection (AOI) system for detection of thin-film transistor (TFT) array defects. Gray level co-occurrence matrix (GLCM) and MATLAB regionprops function were used to calculate 53 TFT array defect features, which were inputted into the neural network to train the defect classifier. The images to be inspected were compared with a standard image first, in order to judge whether the TFT array samples have defects. For defective images of a TFT array, the proposed defect classifier can successfully recognize five kinds of defects in the process. According to the experimental results, the defect recognition rate of proposed system is verified to be 83.3\%, which can replace manual inspection and reduce the risks of false inspections due to long duration manual work. Moreover, the proposed AOI system can improve testing efficiency and reduce manufacturing costs.
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1. Introduction

The TFT–LCD process can be divided into three stages: TFT array process, cell process, and module process [1–5]. These processes are very cumbersome and complex, and often require mass manual inspection to increase product yield. In order to avoid misjudgment caused by the human eye, automatic inspection techniques have been proposed for TFT–LCD cell process and module process [6–10]. Lin et al. proposed a genetic algorithm to determine optimal inspection parameters and recognize TFT–LCD dark points, bright points, and defective points [11]. A template matching technique was also developed to inspect various defects [12] in the TFT–LCD PI-coating process. Park et al. established a set of standards for various defects in TET–LCD in order to evaluate whether these defects can be perceived by the naked eye [13]. Fan et al. proposed a method to inspect TFT–LCD Mura defects. This method can separate Mura defects from the background through the prediction error sum of squares residuals and overcome non-uniform brightness or darkness [14].

However, the TFT array process is the first phase of the TFT–LCD. If the array process has any problems, future operations will be affected. Five common defects are exemplified. If fibers from a worker’s clothes fall into the TFT array, fiber defect occurs. Any foreign matters in the exposure equipment that fall into the light resistance may cause particle defects after substrate coating and before exposure. If tightness between the pressure valve and oven of the equipment is not good, the chemical agent will drop into the TFT substrates and result in defects of pattern damage. Defects of pattern residual will occur if the developer concentration is not sufficient, and defects of pattern scratches are formed if the equipment roller and baffle have friction.

Thus, this study proposed an automatic defect recognition system for the TFT array process in order to solve the above problems. The image processing techniques [15–17] were applied to judge whether TFT array samples have defects. The features of the defective image samples were calculated by gray level co-occurrence matrix (GLCM), and then used to recognize the five common defects in the TFT array process through the defect classifier trained by the neural network, which serve as the basis for process correction.

2. Methods of automatic defect recognition of TFT array process

This study inspected five common defects in TFT array process: (1) fiber defects; (2) particle defects; (3) pattern damage; (4) pattern residual; and (5) pattern scratches. The actual images of the five defects are as shown in Fig. 1, and the defect recognition flow is illustrated in the following subsections.

2.1. Preliminary recognition of TFT array defect

In order to improve inspection speed, the proposed system first judges whether images to be inspected have defects, and then further recognizes images with possible defects. The images to be
inspected are converted into gray scale images, and subtracted by a standard gray scale image of TFT array accepted products. If the TFT array to be inspected has no defect, the gray value of each pixel in the image subtraction results approaches to 0; otherwise, TFT array defects may cause higher gray values of the corresponding pixel in image subtraction results. The binary image subtraction results are analyzed. As shown in Fig. 2, the TFT array may have defects if the white block area exceeds the preset threshold. The defect will be recognized using the proposed defect classifier.

2.2. Feature extraction of TFT array defects using GLCM

TFT array images with defects are normalized to 320 × 240 images. The gray level co-occurrence matrix (GLCM), as proposed by Haralick et al. [18], was used to extract the features of various defects, which can serve as basis for defect recognition. GLCM counts concurrent times of grey tone values of pixels on two relative positions in gray scale images under the preset conditions (such as: direction and distance). More specifically, \( P(i, j|d, \theta) \) means concurrent times for pixel pair of \( g(u, v) \) and \( g(m, n) \) in an image, and their grey tone values are \( i \) and \( j \) respectively, when distance is \( d \) and angle is \( \theta \). In this paper, \( \theta \) is set to 0°, 45°, 90° and 135° to calculate non-normalized GLCM, as shown in Fig. 3.

As shown in Fig. 3, the calculated GLCM can be further normalized to make each matrix element representing the occurrence probability of grey tone value of every pixel. Each element value in the matrix is divided by the sum of all element values in order to obtain a normalized GLCM:

\[
P_{\text{nor}}(i, j|d, \theta) = \frac{P(i, j|d, \theta)}{N}
\]

where \( P_{\text{nor}}(i, j|d, \theta) \) is a normalized matrix element value. \( N \) is total concurrency times of grey tone values \( i \) and \( j \), namely, the sum of all element values in the matrix.

After normalization of GLCM, this study calculates 11 features [18,19] at different angles (0°, 45°, 90° and 135°) in order to recognize various TFT array defects:

\[P_1 = \sum_{i} \sum_{j} \left[ P_{\text{nor}}(i, j|d, \theta) \right]^2\]

\[P_2: \text{Contrast}\]

\[P_2 = \sum_{n=0}^{N_g-1} n^2 \left[ \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} P_{\text{nor}}(i, j|d, \theta) \right], \quad |i-j| = n\]

\[P_3: \text{Correlation}\]

\[P_3 = \frac{\sum_{i} \sum_{j} (i \times j) P_{\text{nor}}(i, j|d, \theta) - \mu_x \mu_y}{\sigma_x \sigma_y}\]

\[P_4: \text{Sum of squares}\]

\[P_4 = \sum_{i} \sum_{j} (i - \mu)^2 P_{\text{nor}}(i, j|d, \theta)\]

\[P_5: \text{Inverse difference moment}\]

\[P_5 = \sum_{i} \sum_{j} \frac{P_{\text{nor}}(i, j|d, \theta)}{1 + (i-j)^2}\]

\[P_6: \text{Sum average}\]

\[P_6 = \frac{\sum_{i=2}^{2N_g} i P_{x+y}(i)}{2N_g}\]

\[P_7: \text{Sum entropy}\]

\[P_7 = -\sum_{i=2}^{2N_g} P_{x+y}(i) \log \left[ P_{x+y}(i) \right]\]

\[P_8: \text{Total variance}\]

\[P_8 = \sum_{i=2}^{2N_g} (i - P_7)^2 P_{x+y}(i)\]

\[P_9: \text{Entropy}\]

\[P_9 = -\sum_{i=1}^{2N_g} \sum_{j} P_{\text{nor}}(i, j|d, \theta) \log \left[ P_{\text{nor}}(i, j|d, \theta) \right]\]
P_{10}: Difference variance

\[ P_{10} = \sum_{i=0}^{Ng-1} \Delta x^2 P_{x\rightarrow y}(l) \quad (11) \]

P_{11}: Difference entropy

\[ P_{11} = -\sum_{i=0}^{Ng-1} P_{x\rightarrow y}(l) \log[P_{x\rightarrow y}(l)] \quad (12) \]

where \( Ng = (\text{maximum grey scale value in image} - \text{minimum grey scale value in image}) + 1 \), and also called grey tone value.

\[
\mu_x = \sum_{i}^{Ng} \sum_{j} x \times P_{\text{norm}}(i, j, d, \theta), \quad \sigma_x = \sum_{i}^{Ng} \sum_{j} (i - \mu_x)^2 \times P_{\text{norm}}(i, j, d, \theta),
\]

\[
\mu_y = \sum_{i}^{Ng} \sum_{j} y \times P_{\text{norm}}(i, j, d, \theta), \quad \sigma_y = \sum_{i}^{Ng} \sum_{j} (i - \mu_y)^2 \times P_{\text{norm}}(i, j, d, \theta),
\]

\[
P_{x\rightarrow y}(k) = \sum_{i=1}^{Ng} \sum_{j=1}^{Ng} P_{\text{norm}}(i, j, d, \theta), \quad k = 2, 3, \ldots, 2Ng, i + j = k,
\]

\[
P_{x\rightarrow y}(k) = \sum_{i=1}^{Ng} \sum_{j=1}^{Ng} P_{\text{norm}}(i, j, d, \theta), \quad k = 0, 1, \ldots, (Ng - 1), |i - j| = k.
\]

The GLCM at four angles (0°, 45°, 90°, 135°) respectively correspond to 11 features, totaling 44 features; each of which can be regarded as the feature of each TFT array image.

2.3. Design of defect classifier using a backward propagation neural network

The determined defect features in Section 2.2 are input as a multi-layer feed forward neural network to train a TFT array defect classifier for defect recognition. The Backward Propagation Algorithm (BP Algorithm) [20, 21] is used as the neural network learning method. The BP Algorithm sends back the difference between the desired output and the actual output in order to update the weight of each node, through which errors between the desired output and actual output can be reduced.

In general, the BP update rule can be expressed by [21]:

\[
w_{ij}^{new} = w_{ij}^{old} + \Delta w_{ij}
\]

\[
\Delta w_{ij} = \eta \delta_i x_j
\]

where \( w_{ij}^{new} \) is the node weight after learning, \( w_{ij}^{old} \) is the node weight before learning, \( \Delta w_{ij} \) is the weight change, \( \eta \) is a positive number, and called learning constant, \( \delta_i \) is the learning signal, and \( x_j \) is an external input or input of one processing element of the hidden layer.

This study uses the bipolar sigmoid function \( a(f) = [2/(1 + e^{-f})] - 1 \) as the activation function, and by corresponding to Eq. (13), the learning signal \( \delta_{ol} \) of the ith node in the output layer can be expressed as:

\[
\delta_{ol} = \frac{1}{2} (1 - y_i^2) [d_i - y_i]
\]

where \( y_i \) is the actual output of the ith node in the output layer, and \( d_i \) is the corresponding desired output.

Likewise, by corresponding to Eq. (13), the learning signal \( \delta_{hq} \) of the qth node in the hidden layer is expressed as:

\[
\delta_{hq} = \frac{1}{2} (1 - z_q^2) \sum_i \delta_{oi} w_{iq}
\]

where \( z_q \) is the output of qth node in the hidden layer, and \( w_{iq} \) is the weight from the qth node in the hidden layer to the ith node in the output layer.

Thus, the weight of each node in the network can be updated for learning according to Eqs. (13–15).

MATLAB was used to implement the above algorithm. Taking 11 defect features in GLCM at one angle as an example, the neural network is set to have 11 inputs, where one hidden layer has 30 nodes and 5 outputs (5 kinds of tested defects). The corresponding neural network architecture is as shown in Fig. 4. If the root mean square error of all actual outputs and desired outputs is smaller than the preset threshold, the TFT array defect classifier has completed learning and can be used for defect recognition.

3. Experimental results and discussion

3.1. Experimental framework of the proposed system

The proposed TFT array defect recognition system was divided into electric control and vision analysis. The inspection system framework is as shown in Fig. 5.

TFT array samples were placed on the linear motor, and positioned and moved using Programmable Logic Controller (PLC). All samples were moved under the camera for inspection. High speed cameras extracted the images and sent them to computers for comparison with the standard images. If they were defective samples, the system would use the defect classifier, as designed in Section 2, for defect recognition, and record the defect information. According to the TFT array defect recognition result, this system stored the classified defective images to the database. The continuously expanded database could enhance neural network training results, thus, system recognition could be more accurate.

This study also used MATLAB regionprops function to analyze images with five TFT array defects. This function can calculate the geometric features of selected images. The selected 9 geometric features are as shown in Table 1.

The geometric features were input of a neural network to train the classifier for recognition of the five defects. The recognition...
results of regionprops function were compared with the GLCM recognition results. Finally, the features of the two methods were integrated in order to obtain a better defect recognition rate and enhance validity. The complete inspection process flow is as shown in Fig. 6.

3.2. Defect recognition results and discussion

This study collected 20 sets of fiber defect samples (Class 1), 41 sets of particle defect samples (Class 2), 33 sets of pattern damage samples (Class 3), 44 sets of pattern residual samples (Class 4), and 30 sets of pattern scratch samples (Class 5), totaling 168 sets of TFT array samples for defect recognition. Seven types of classifiers, with different conditions, are used in the experiment to analyze case recognition results.

Case 1: Use the features of GLCM with $\theta = 0^\circ$ to recognize TFT array defects.
Case 2: Use the features of GLCM with $\theta = 45^\circ$ to recognize TFT array defects.
Case 3: Use the features of GLCM with $\theta = 90^\circ$ to recognize TFT array defects.
Case 4: Use the features of GLCM with $\theta = 135^\circ$ to recognize TFT array defects.
Case 5: Use the features of GLCM at four angles to recognize TFT array defects.
Case 6: Use the features of MATLAB regionprops function to recognize TFT array defects.
Case 7: Use the features of GLCM at four angles and MATLAB regionprops function to recognize TFT array defects.

In this study, recognition rate was used to evaluate recognition effect. Recognition rate $R$ can be defined as:

$$R = \frac{\text{amount of correctly detected samples}}{\text{amount of all samples}} \times 100\% \quad (16)$$

Fig. 7 shows the corresponding Confusion Matrix and Receiver Operating Characteristic (ROC) curve of each case. The recognition rate of Case 1 is 69.6%, Case 2 is 70.2%, Case 3 is 70.8%, Case 4 is 69.6%, Case 5 is 78.6%, Case 6 is 73.2%, and Case 7 is 83.3%. Note that the recognition rate is better when the ROC curve is concentrated in the left upper.

The detailed experimental results are as shown in Table 2. As seen, the defect recognition rate of Case 1 and Case 4 is about 70%. In other words, the recognition effect using GLCM at four angels as features has no significant difference. However, the recognition rate of Case 5 is increased by 78.6%, which reveals that GLCM at four angles are all important references in the recognition of the five defects, and all should be considered in recognition.

In Case 6, MATLAB regionprops function are used to calculate the features for defect recognition. The recognition rate is 73.2%, which is better than GLCM at a single angle. In Case 7, the features of GLCM at four angles and MATLAB regionprops function are used to recognize defects. The recognition rate is 83.3%, which is the best among the cases. As more features have significant discriminations, the effect of the trained defect classifiers is better, and the recognition rate is better. However, as excessive features may affect

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The selected geometry features of MATLAB regionprops function.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry features</td>
<td>Description</td>
</tr>
<tr>
<td>Area</td>
<td>Total number of pixels of an image to be inspected</td>
</tr>
<tr>
<td>Perimeter</td>
<td>Total number of edge points of an image to be inspected</td>
</tr>
<tr>
<td>Density</td>
<td>Average gray value of all pixels</td>
</tr>
<tr>
<td>Centroid</td>
<td>Image central coordinates</td>
</tr>
<tr>
<td>Major radius</td>
<td>Maximum distance between edge and central point</td>
</tr>
<tr>
<td>Minor radius</td>
<td>Minimum distance between edge and central point</td>
</tr>
<tr>
<td>Radius ratio</td>
<td>The ratio of major radius and minor radius</td>
</tr>
<tr>
<td>Filled area</td>
<td>Area of hole of an image to be inspected</td>
</tr>
<tr>
<td>Roundness</td>
<td>(Perimeter)$^2/(4\pi \times \text{area})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The defect recognition rate of all cases.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect type</td>
<td>Amount of samples</td>
</tr>
<tr>
<td>Case 1</td>
<td>Case 2</td>
</tr>
<tr>
<td>Fiber defect</td>
<td>20</td>
</tr>
<tr>
<td>Particle defect</td>
<td>41</td>
</tr>
<tr>
<td>Pattern damage</td>
<td>33</td>
</tr>
<tr>
<td>Pattern residual</td>
<td>44</td>
</tr>
<tr>
<td>Pattern scratch</td>
<td>30</td>
</tr>
<tr>
<td>Total</td>
<td>168</td>
</tr>
<tr>
<td>Recognition rate (%)</td>
<td>–</td>
</tr>
</tbody>
</table>
inspection speed, features with a significant discrimination should be carefully selected. It is noted that when the defect type changes or type of TFT array samples change, the proposed defect classifier must be retrained in order to adapt to new defects or samples. This is also the system inspection limitation.

4. Conclusions

This study proposed an automatic defect recognition system for the defect detection of TFT array process. GLCM and MATLAB regionprops function were used to calculate 53 TFT array defect features, which were input into a neural network to train the defect classifier. High speed cameras extracted the images, which were sent back to the computers for comparison with the standard images. For the defective TFT array samples, the defects were recognized by the proposed defect classifier. The experimental results suggested that the recognition rate of the proposed algorithm reached 83.3%, which meets panel industry inspection standards, and can replace current process equipment to reduce manual inspection.

Acknowledgement

This work was supported by the National Science Council, under grant No. NSC 102-2221-E-009-064 and grant No. NSC 101-2221-E-035-039-MY2.

References