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**Abstract**

This paper considers a machine repair problem with \(M\) operating machines and \(S\) standbys, in which \(R\) repairmen are responsible for supervising these machines and operate a \((V,R)\) vacation policy. With such policy, if the number of the failed machines is reduced to \(R - V(R > V)\) (there exists \(V\) idle repairmen) at a service completion, these \(V\) idle servers will together take a synchronous vacation (or leave for other secondary job). Upon returning from the vacation, they do not take a vacation again and remain idle until the first arriving failed machine arrives. The steady-state probabilities are solved in terms of matrix forms and the system performance measures are obtained. Algorithmic procedures are provided to deal with the optimization problem of discrete/continuous decision variables while maintaining a minimum specified level of system availability.

**1. Introduction**

We consider a machine repair problem where a group of \(M\) operating machines is under the supervision of one or more repairmen (servers) in the repair facility. These operating units are assumed unreliable and may fail at any time. This incidence may lead to loss of production because the failed machine must stay in the repair facility for some time. To avoid any loss of production, the plant always keeps some standby machines, say \(S\) (\(S < M\)), so that a standby machine can immediately act as a substitute when an operating machine fails. When a machine fails, it is immediately sent to the repair facility for repair and backed up by a standby, if available. Meanwhile, the repairmen may together leave for a synchronous single vacation of random length whenever there exists \(V(V < R)\) idle repairmen. The so-called single vacation means that at the end of the vacation the repairmen remain idle until the first arriving failed machine arrives. A real-world example of this vacation model can be realized in the manufacturing/production-assembly system where the servers in their idle time may be assigned to perform some extra operations such as additional work, preventive maintenance. On the other hand, machine repair related problems represent a group of very important problems used to analyze timesharing computer systems, multi-programmed computer systems and multi-access communication channels (see [1]).

In a classical machine repair model, it is assumed that the servers remain idle until the failed machines present (i.e., each server is always available for the waiting failed ones). Such type of machine repair problems also received considerable attention in the literature, as shown by the literature surveys of Ke and Wang [2], Wang et al. [3,4] and Haque and Armstrong [5]. So far, however, only a few works is taken into consideration the server vacations in machine repair problems (see [6–8]). Gupta [6] first analyzed a machine repair problem with warm standbys and server vacations, in which the single server...
leaves a vacation when the repair facility is empty. Gupta’s work [6] gave an algorithm to compute the steady-state probability distribution of the number of failed machines in the system. Gupta’s models were extended to server-breakdown case by Ke [7], who derived system performance measures and performed a cost sensitivity analysis. Ke and Lin [8] dealt with the reliability measures of a multi-server machine repair model with standby and multiple vacations. Ke and Wang [9] examined the steady-state results for a machine repair problem with two types of standby and multi-server vacations under two vacation policies. They performed a sensitivity analysis to investigate the effect on the joint optimum number of standbys and servers if the system parameters take on other specific values. Later, Jain et al. [10] studied the machine repair problem with mixed standbys (warm and cold) where the failed unit may balk or renege in case of heavy load of failed units. Ke and Lin [11] performed a sensitivity analysis of two machine repair models including various repair rates in each phase and two-phase with differing numbers of technicians. Ke et al. [12] considered three vacation policies of machine repair problem in production systems with spares and server vacations. Furthermore, Garg et al. [13] investigated the availability of crank-case manufacturing system in an automobile industry. They showed that the availability of the system can be improved using proper maintenance planning and scheduling. More recently, Yue et al. [14] considered a machine repair problem with warm standbys and two heterogeneous repairmen. They investigated the problem from the viewpoints of both queueing and reliability. Wang et al. [15] provided an optimization analysis of the machine repair problem with balking and variable number of servers Recently, Ke et al. [16] proposed a multi-repairmen problem with warm standbys, pressure coefficient, imperfect coverage and server breakdown. They performed a comparative analysis among two optimal approaches for searching discrete and continuous parameters.

Existing research works on machine repair problems with multi-server vacations, including those above, mainly focused on server individual vacation at system empty (i.e., at each repair completion instant, the server individually takes a vacation each time system empty). From practical viewpoint, however, some servers may together take vacations when the number of failed machines reduced a predetermined threshold (see [17–19]). Ke and Wu [20] considered a machine repair problem operating a (R,V,K) synchronous vacation policy, where the vacation policy is a multiple (infinite) vacation. It should be noted that multiple vacation policy is different from single vacation policy, which the former cannot be reduced to the latter (referred to [21,9]). Comparable work on machine repair problems with synchronous single vacation policy is rarely found in the literature. Thus, we develop a multi-server machine repair problem with standby where the servers apply a (R,V) synchronous single vacation policy when the number of failed machines is reduced to R – V. Besides the lack of research work on this problem, our study is also motivated by some practical systems as follows.

Consider a firm has many departments including the research and development (R&D) department, the equipment department, the productive department, the quality control department, etc. The employees in the equipment department are responsible for and improving the machine reliability, evaluating the availability and performance of the machines, managing the components for the repair of machines, and creating and updating the relative log file. The main tasks of the employees are maintaining and keeping the operations of equipment in productive department. To provide enough production capacity to satisfy the orders placed by the customers. The number of operating machines should be greater than or equal to a threshold value called as M. It is assumed there are S standby machines as spares for the operating machines. In the equipment department, there are R employees who provide maintenance service for these machines. Suppose these employees are configurable. When the workload in the equipment department become lower, partial manpower, V of R employees, will be dispatched to organize the relative log file and loop up the maintain records to monitor the statues of each machines. That is, the employees may leave the system a random time. It can be regarded as the synchronous vacation of employees. For the machine maintain service in the equipment department, it is a multi-server queueing system with synchronous vacation policy where partial server will take a synchronous vacation together. We can investigate this queueing system to evaluate the employee’s performance.

Our model can be implemented to another practical problem based on the work of Chelst et al. [22]. Consider a coal transportation system with (M + S) identical trains which are response for transiting the coal from the mines to the unloader system to dump the coal. The unloader system involves R employees to unload the train. Partial (V) employees may be assigned to execute some secondary tasks such as maintenance or clean when they are idle. Once the secondary tasks are completed, the employees will return to the unloader system. The employees and the trains correspond to servers and machines, respectively. The unloaded times and the times of executing secondary tasks can be regarded as service times and vacation times, respectively. In this study, we wish to develop a computational model that helps managers for the following important questions: (1) Under a certain cost, what is the optimum spare machines and optimal (V,R) policy that minimize the expected cost of this system; That is how many standbys are needed and how many repairmen utilize their idle time during the operation. (2) After standbys and (V,R) policy are decided, how to adjust the service rate and vacation rate such that the cost is possibly reduced.

The paper is organized as follows; In Section 2, the system assumptions are described. In Section 3, the steady-state equations are obtained and the computable forms of the steady-state probabilities are derived using the matrix-analytic method. Some system performance measures are derived in Section 4. In Section 5, a cost model is developed to determine the optimal values of servers, standbys, vacation servers, service rate and vacation rate in order to minimize the total expected cost per unit time while maintaining a specified level of system availability. Some numerical examples and sensitivity analyses are provided. Section 6 concludes.
2. System description

In this research, a machine repairable system with M identical and independent machines operating simultaneously in parallel, S standby machines, and R repairman who are responsible for maintaining these machines is considered. Our analysis is based on the following assumptions.

2.1. Assumptions

1. M operating machines are required for the functioning of the system. In other words, the system is short if only if S + 1 or more machines fail.
2. Operating machines are subject to breakdowns according to an independent Poisson distribution with rate \( \lambda \). When an operating machine breaks down, it will immediately be backed up by an available standby.
3. Each of the standby machines fails independently of the others with Poisson rate \( \alpha \), where \( 0 \leq \alpha \leq \lambda \). When a standby machine moves into an operating state, its characteristics will be that of an operating machine.
4. Every failure machines are repaired by R repairmen in the order of failures, that is, the FCFS discipline. The repair time is assumed to be independent and identically exponentially distributed parameter \( \mu \).
5. When a failed standby machine is repaired, it is as good as a new one and goes into standby state unless the system is short. At this time, the repaired machine will be sent back to an operating state immediately.
6. Each repairman can repair only one failed unit at a time. The failed unit that on arriving at the repair facility finds all repairmen busy or on a vacation must wait in the queue until a repairman is available.
7. When the failure machines queueing up for repair is less than \( (R - V) \), that is, the number of idle repairman is more than \( V \), these \( V \) idle repairmen will take a single vacation together.
8. The system allows only \( V \) repairmen on vacation at any time. The vacation time is distributed as an exponential with rate \( \theta \). The various stochastic processes involved in this system are independent of each other.

It should be noted that the repairmen adopt a synchronous single vacation policy and they wait idly for the first failed machine to arrive as the vacation period terminated.

3. Steady-state results

For the M/M/R machine repair model with standbys under a \( (V, R) \) synchronous single vacation policy, we describe the state of the system by the pairs \( \{(i, n) : i = V, B, \text{ and } n = 0, 1, \ldots, M + S\} \), where \( i = V(B) \) indicates that there are \( V \) repairmen on vacation state (or not), and \( n \) represents the number of failed machines in the system. The mean failure rate \( \dot{\lambda}_n \) and mean repair rate \( \mu_n \) for this system are given by

\[
\dot{\lambda}_n = \begin{cases} 
M\lambda + (S - n)\alpha, & 0 \leq n \leq S; \\
[M - (n - S)]\lambda, & S \leq n \leq M + S; \\
0, & \text{otherwise}
\end{cases}
\]

and

\[
\mu_n = \begin{cases} 
\nu\mu, & 1 \leq n \leq R; \\
0, & \text{otherwise}.
\end{cases}
\]

In steady-state, the following notations are used

\( P_{V,n} \equiv \text{probability that there are } n \text{ failed machines in the system when there are } V \text{ repairmen on vacation.} \)

\( P_{0,n} \equiv \text{probability that there are } n \text{ failed machines in the system when there are no repairmen on vacation,} \)

where \( 0 \leq n \leq M + S \).

3.1. Steady-state equations

Using birth and death process and referring to the steady-transition-rate diagram shown in Fig. 1, the steady-state equations for the M/M/R machine repair problem with standbys under a \( (V, R) \) synchronous single vacation policy are obtained as follows.

(1) \( i = V \)

\[
(\dot{\lambda}_0 + \theta)P_{V,0} = \mu_1P_{V,1},
\]

(2) \( i = i + 1 \)

\[
(\dot{\lambda}_i + \mu_i + \theta)P_{V,i} = \dot{\lambda}_{i-1}P_{V,i-1} + \mu_{i+1}P_{V,i+1}, \quad 1 \leq i \leq R - V - 1,
\]

(3) \( i = R - V \)

\[
(\dot{\lambda}_{R-V} + \mu_{R-V} + \theta)P_{V,R-V} = \dot{\lambda}_{R-V-1}P_{V,R-V-1} + \mu_{R-V}P_{V,R-V+1} + \mu_{R-V+1}P_{V,R-V+1},
\]
\[(\lambda_i + \mu_{R-V})P_{V,i} = \lambda_{i-1}P_{V,i-1} + \mu_{R-V}P_{V,i,1}, \quad R - V + 1 \leq i \leq M + S - 1, \quad (4)\]
\[(\mu_{R-V} + \theta)P_{V,M+S} = \lambda_{M+S-1}P_{V,M+S-1}. \quad (5)\]

(2) \(i = B\)
\[\dot{\lambda}_0P_{B0} = \mu_1P_{B1} + \theta P_{V0}. \quad (6)\]
\[(\lambda_i + \mu_i)P_{B,i} = \lambda_{i-1}P_{B,i-1} + \mu_{i+1}P_{B,i+1} + \theta P_{V,i}, \quad 1 \leq i \leq R - V - 1, \quad (7)\]
\[(\lambda_{R-V} + \mu_{R-V})P_{B,R-V} = \lambda_{R-V-1}P_{B,R-V-1} + \theta P_{V,R-V}, \quad (8)\]
\[(\lambda_i + \mu_i)P_{B,i} = \lambda_{i-1}P_{B,i-1} + \mu_{i+1}P_{B,i+1} + \theta P_{V,i}, \quad R - V + 1 \leq i \leq R - 1, \quad (9)\]
\[(\lambda_i + \mu_R)P_{B,i} = \lambda_{i-1}P_{B,i-1} + \mu_{R+1}P_{B,i+1} + \theta P_{V,i}, \quad R \leq i \leq M + S - 1, \quad (10)\]
\[\mu_RP_{B,M+S} = \lambda_{M+S-1}P_{B,M+S} + \theta P_{V,M+S}. \quad (11)\]

There is no way of solving (1)–(11) in a recursive manner to develop the explicit expressions for the steady-state probabilities. In the next section, we provide a matrix-analytic method to deal with this problem.

3.2. Matrix-analytic solutions

To analyze the resulting system of linear equations (1)–(11), a matrix-form property is used. Following the concepts by Neuts [23], one finds that the transition rate matrix \(Q\) of this Markov chains can be partitioned as the following form:
\[Q = \begin{bmatrix}
   \Gamma_{(M+S+1)\times(M+S+1)} & \Pi_{(M+S+1)\times(M+S+1)} \\
   \Phi_{(M+S+1)\times(M+S+1)} & \Omega_{(M+S+1)\times(M+S+1)}
\end{bmatrix}. \quad (12)\]

The matrix \(Q\) is a square matrix of order \(2(M + S + 1)\) and each entry of the matrix \(Q\) is listed in the following:
\[
\Gamma = \\
\begin{bmatrix}
\dot{\lambda}_0 & \mu_1 & \mu_2 \\
\lambda_0 & \gamma_1 & \mu_2 \\
\vdots & \vdots & \vdots \\
\lambda_{R-V-2} & \gamma_{R-V-1} & \mu_{R-V} \\
\lambda_{R-V-1} & \gamma_{R-V} & \mu_{R-V} \\
\vdots & \vdots & \vdots \\
\lambda_{M+S-2} & \gamma_{M+S-1} & \mu_{R-V} \\
\lambda_{M+S-1} & \gamma_{M+S} & \mu_{M+S}
\end{bmatrix}.
\quad (13)\]

All elements in \(\Pi\) are equal to zero except \(\Pi_{R-V+1,R-V+2} = \mu_{R-V+1}\) and \(\Phi = \theta I_{M+S+1}\). \(I_{M+S+1}\) denotes the identity matrix of order \(M + S + 1\).

\[
\Omega_{(M+S+1)\times(M+S+1)} = \\
\begin{bmatrix}
\sigma_0 & \mu_1 & \mu_2 \\
\sigma_a & \sigma_1 & \mu_2 \\
\vdots & \vdots & \vdots \\
\sigma_{R-V-2} & \sigma_{R-V-1} & \mu_{R-V} \\
\sigma_{R-V-1} & \sigma_{R-V} & \mu_{R-V} \\
\sigma_{R-V} & \sigma_{R-V+1} & \mu_{R-V+2} \\
\vdots & \vdots & \vdots \\
\sigma_{M+S-2} & \sigma_{M+S-1} & \mu_{R} \\
\sigma_{M+S-1} & \sigma_{M+S} & \mu_{M+S}
\end{bmatrix}.
\quad (14)\]
The diagonal elements of $\Gamma$ and $\Omega$ indicated by $\gamma_i$ and $\omega_i$, $0 \leq i \leq M + S$, are such that the sum of each column of $Q$ is zero.

Let $P$ denote steady-state probability vector of $Q$. By partitioning the vector $P = [P_V P_B]^T$ with $P_V$ and $P_B$ are both $(M + S + 1) \times 1$ vector, one finds that the steady-state equations $QP = 0$ are given by

$$
\Gamma P_V + \Omega P_B = 0,
$$
$$
\Phi P_V + \Omega P_B = 0.
$$

Using the following normalizing equation:

$$
\sum_{i}^{M+S} \sum_{n=0}^{M+S} p_{i,n} = e^T P = 1,
$$

where $e$ represents a column vector with suitable size and each component equal to one. Eq. (16) is substituted into the first (redundant) row in Eq. (15) to yield

$$
Q^* P = \begin{bmatrix} \Gamma^* & \Pi^* \\ \Phi & \Omega \end{bmatrix} P = [1, 0, \ldots, 0]^T,
$$

where $\Gamma^*$ and $\Pi^*$ are the matrices which are obtained by replacing each elements in the first row of $\Gamma$ and $\Pi$ with one (for Eq. (16), the normalization condition). The solution of Eq. (17) provides the steady-state probabilities as

$$
P = (Q^*)^{-1} [1, 0, \ldots, 0]^T = \begin{bmatrix} Q_{11}^{-1} & -Q_{11}^{-1} \Pi \Omega^{-1} \\ -\Omega^{-1} \Phi Q_{11}^{-1} & \Omega^{-1} \Phi Q_{11}^{-1} \Pi \Omega^{-1} + \Omega^{-1} \end{bmatrix} [1, 0, \ldots, 0]^T.
$$

where $Q_{11}^{-1} = \Gamma^* - \Pi^* \Omega^{-1} \Phi$. Finally, it is observed that the steady-state probabilities $P_V$ and $P_B$ are equal to the first column of matrix $Q_{11}^{-1}$ and $-\Omega^{-1} \Phi Q_{11}^{-1}$, respectively.

### 4. Performance analysis

In this section, we deal with the steady-state availability and the mean time to system failure analysis. Also, the explicit expressions of some performance measures for the machine repair problem are included.

#### 4.1. Availability and reliability analysis

It is assumed that the system breaks down if and only if $(S + 1)$ or more machines fail. The steady-state availability can be calculated as

$$
A.V. = P(0 \leq n \leq S) = \sum_{n=0}^{S} P_{V,n} + \sum_{n=0}^{S} P_{B,n} = V_{S+1}(P_V + P_B)
$$

$$
= v_{S+1} (I_{M+S+1} - \Omega^{-1} \Phi) Q_{11}^{-1} [1, 0, \ldots, 0]^T,
$$

where $v_k$ represents a row vector with suitable size which the first $k$ elements are equal to 1 and zero otherwise.

To calculate the MTTF, we reduce the original transition rate matrix and delete the rows and columns for the absorbing state(s). The new matrix is called $B$ as
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\[
\mathbf{B} = \begin{bmatrix}
\mathbf{\Gamma}_r & \mathbf{\Pi}_r \\
\mathbf{\Phi}_r & \mathbf{\Omega}_r
\end{bmatrix}^T,
\]  

(20)

where \( \mathbf{\Gamma}_r, \mathbf{\Pi}_r, \mathbf{\Phi}_r \), and \( \mathbf{\Omega}_r \) denote the square sub-matrix of \( \mathbf{\Gamma}, \mathbf{\Pi}, \mathbf{\Phi} \) and \( \mathbf{\Omega} \), respectively. The subscript “\( r \)” means reducing the matrix by deleting the \((S+2)\)th – \((M+S+1)\)th rows and \((S+2)\)th – \((M+S+1)\)th columns. Then, the expected time to reach an absorbing state is calculated from

\[
E[T_{P(0)→P_{\text{absorbing}}}] = \mathbf{P}(0)^T \int_0^\infty e^{\mathbf{B}t} dt = \mathbf{P}(0)^T (-\mathbf{B}^{-1}) \mathbf{e}.
\]

(21)

where \( \mathbf{P}(0) = [1, 0, ..., 0]^T \) denotes the initial conditions for this problem.

4.2. Other system performance measures

Our analysis is based on the following system performance measures. Let

\[
E[F] \equiv \text{the expected number of failed machines in the system},
\]

\[
E[F_q] \equiv \text{the expected number of failed machines in the queue},
\]

\[
E[O] \equiv \text{the expected number of operating machines in the system},
\]

\[
E[S] \equiv \text{the expected number of acting standby machines in the system},
\]

\[
E[B] \equiv \text{the expected number of busy repairmen in the system},
\]

\[
E[V] \equiv \text{the expected number of vacation repairmen in the system},
\]

\[
E[I] \equiv \text{the expected number of idle repairmen in the system},
\]

\[
M.A. \equiv \text{machine availability (the fraction of the total time that the machines are working)},
\]

\[
O.U. \equiv \text{operative utilization (the fraction of busy servers)}.
\]

The expressions for \( E[F], E[F_q], E[O], E[S], E[B], E[V] \) and \( E[I] \) are obtained as follows:

\[
E[F] = \sum_{n=0}^{M+S} n (P_{V,n} + P_{B,n}) = [0, 1, 2, ..., M+S](P_V + P_B) = [0, 1, 2, ..., M+S](I_{M+S+1} - \mathbf{\Omega}^{-1}\mathbf{\Phi})\mathbf{Q}^{-1}_{112}[1, 0, ..., 0]^T,
\]

(22)

\[
E[F_q] = \sum_{n=0}^{M+S} \max\{0, n - (R - V)\} P_{V,n} + \sum_{n=0}^{M+S} \max\{0, n - R\} P_{B,n} = \sum_{n=R+V+1}^{M+S} \max\{0, n - (R - V)\} P_{V,n} + \sum_{n=R+1}^{M+S} \max\{0, n - R\} P_{B,n},
\]

(23)

\[
E[O] = \sum_{n=0}^{M+S} \min\{M, M+S - n\} (P_{V,n} + P_{B,n}),
\]

(24)

\[
E[S] = \sum_{n=0}^{M+S} \max\{0, S - n\} (P_{V,n} + P_{B,n}) = \sum_{n=0}^{S-1} (S - n) (P_{V,n} + P_{B,n}),
\]

(25)

\[
E[B] = \sum_{n=0}^{M+S} \min\{n, R - V\} P_{V,n} + \sum_{n=0}^{M+S} \min\{n, R\} P_{B,n},
\]

(26)

\[
E[V] = \sum_{n=0}^{M+S} V P_{V,n} = Ve^T P_v = Ve^T \mathbf{Q}^{-1}_{112}[1, 0, ..., 0]^T,
\]

(27)

\[
E[I] = R - E[B] - E[V].
\]

(28)

Following Benson and Cox [24], the machine availability and the operative utilization are defined by

\[
M.A. = 1 - \frac{E[F]}{M+S} \quad \text{and} \quad O.U. = \frac{E[B]}{R}.
\]

(29)

Furthermore, using the Little's formula we obtain the expected waiting time in the system, \( E[W] \), and in the queue \( E[W_q] \) as

\[
E[W] = E[F]/\lambda_e \quad \text{and} \quad E[W_q] = E[F_q]/\lambda_e,
\]

(30)

where \( \lambda_e = \sum_{n=0}^{M+S} \lambda_n P_{V,n} \) is the effective arrival rate into the system.
5. Cost analysis

In this section, we construct a total expected cost function per unit time based on the system performance measures, and impose a constraint on the system availability in which \( S, R \) and \( V \) are discrete decision variables.

First let

\[
\begin{align*}
C_b & \equiv \text{cost per unit time when one failed machine joins the system}, \\
C_c & \equiv \text{cost per unit time of a failed machine after all spares are exhausted (downtime cost)}, \\
C_i & \equiv \text{cost per unit time when one machine is functioning as a spare (inventory cost)}, \\
C_b & \equiv \text{cost per unit time when one repairmen is busy}, \\
C_i & \equiv \text{cost per unit time when one repairmen is idle}, \\
\gamma & \equiv \text{reward per unit time when one repair is on vacation}.
\end{align*}
\]

Some production system always requires minimum of \( M \) machines in operation or a certain level of system availability. Our object is to determine the optimum number of spares \( S \), say \( S^* \), the optimum number of repairmen \( R \), say \( R^* \), and the optimum vacation policy level \( V \), say \( V^* \), simultaneous which minimize the cost function \( T_{\text{cost}}(S, R, V) \) and the system availability is maintained at a certain level.

Following the concept of Hilliard [25], the cost minimization problem can be illustrated mathematically as

\[
\begin{align*}
\text{Minimize} & \quad T_{\text{cost}}(S, R, V), \\
\text{Subject to} & \quad A.V. = \sum_{i=0}^{S} (P_{V,i} + P_{B,i}) \geq A, \\
& \quad \text{where } A.V. \text{ is the steady-state probability that at least } M \text{ machines are in operation and function properly (system availability) and } A \text{ is the availability level required.}
\end{align*}
\]

A direct search method may be used to obtain potentially useful results. The optimization algorithm is a direct search approach over a grid whose boundaries for decision variables are selected in order to guarantee that the global optimum is obtained in the interior region (see [25]). The direct search algorithm is applied in the set \( \{M \geq S \text{ and } M \geq R \geq V; S, R, V \text{ are positive integers}\} \).

The specific steps in the direct search algorithm for obtaining the optimal value \((S^*, R^*, V^*)\) are as follows:

1. Find the optimal number of repairmen, and the optimal vacation policy level, for \( S \) standbys, i.e.,
   \[
   \min_{R, V} T_{\text{cost}}(S, R, V) = T_{\text{cost}}(S, R^*, V^*)
   \]
   subject to the availability constraint is satisfied.
2. Step 2. Find the set of all minimum cost solutions for \( S = 1, 2, ..., M \), i.e., \( \Theta = \{T_{\text{cost}}(S, R^*, V^*); S = 1, 2, ..., M\} \).
3. Step 3. Find the minimum cost solutions in this set, i.e.,
   \[
   \min_\Theta = T_{\text{cost}}(S^*, R^*, V^*).
   \]

We provide an example to illustrate the direct search algorithm.

**Example.** Consider \( M = 15 \) and the system parameters \( \lambda = 0.6, \mu = 2.5, \theta = 0.2, \varphi = 0.3 \), the cost elements and availability as follows

\[
\begin{align*}
C_b &= 10, C_c = 125, C_i = 50, C_b = 75, C_i = 40, C_f = 80, \gamma = 60, \text{ and } A = 0.9.
\end{align*}
\]

**Step 1.** Find \( R^* \) and \( V^* \) for \( S \) standbys necessary to satisfy the required availability, where \( S = 1, 2, ..., 15 \). (see Table 1). **Step 2.** From Table 1, \( \Theta = \{1209.55, 1108.82, 1048.50, 1050.06, 1085.63, \ldots\} \).

**Step 3.** From step 2, the optimal solution \( T_{\text{cost}}(S^*, R^*, V^*) = 1048.50 \) is achieved at \( S^* = 8, R^* = 7, V^* = 2 \) and the corresponding availability is 0.90311.
5.2. Optimal \((\mu, \theta)\)

In practice, the service rate and vacation rate could be adjusted to minimize the total cost as the number of machines, standby, repairmen, and vacation policy level are known. It is assumed that there exists a maximum service rate of each repairman \(\mu_U\), a maximum vacation rate \(\theta_U\) of these \(V\) repairmen and a given budget \(C\). Then, this cost minimization problem can be illustrated mathematically as

\[
\min_{0 \leq \mu, \theta_U \leq \mu_U, 0 \leq \theta_U \leq \theta_U} \frac{T_{cost}(\mu, \theta)}{C - 1}.
\]

Subject to \(A.V. = \sum_{n=0}^{S} (P_{V,n} + P_{B,n}) \geq A\).

The object function can be considered as an alternative form of the original cost function. After fixing the discrete variables, we deal with the optimization of the continuous variables. Under the same cost elements listed above and given \(\lambda = 0.6\), \(x = 0.05\), \(\mu_U = 5.0\), \(C = 2000\), three surfaces \(T_{cost}(\mu, \theta)/C - 1\), \(A.V. - A\), and \(z = 0\) for \((M, S', R', V') = (15, 8, 7, 2)\) are represented graphically in Fig. 2. The optimal service rate \(\mu^*\) and the optimal vacation rate \(\theta^*\) are the point achieving the lowest (minimum) cost in the area (feasible region) of \(A.V. - A \geq 0\) (availability constraint). From Fig. 2, one sees that the optimal solution is \((\mu^*, \theta^*) = (2.9, 0.02)\) and the corresponding minimum object function is \(-0.48925\) \((T_{cost}(\mu^*, \theta^*) = (1 - 0.48925) \times 2000 = 1021.5)\).

### Table 1

The expected cost \(T_{cost}(S', R', V')\) and the system availability \(A.V.\) (\(\lambda = 0.6\), \(\mu = 2.5\), \(\theta = 0.2\), \(x = 0.3\)).

<table>
<thead>
<tr>
<th>S</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>((S', R', V'))</td>
<td>((6,8,1))</td>
<td>((7,7,1))</td>
<td>((8,7,2))</td>
<td>((9,6,1))</td>
<td>((10,6,1))</td>
</tr>
<tr>
<td>(T_{cost}(S', R', V'))</td>
<td>1209.55</td>
<td>1108.82</td>
<td>1048.50</td>
<td>1050.06</td>
<td>1085.63</td>
</tr>
<tr>
<td>(A.V.)</td>
<td>0.91014</td>
<td>0.92727</td>
<td>0.90311</td>
<td>0.92069</td>
<td>0.93692</td>
</tr>
<tr>
<td>S</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>((S', R', V'))</td>
<td>((11,6,1))</td>
<td>((12,6,1))</td>
<td>((13,6,1))</td>
<td>((14,6,1))</td>
<td>((15,6,1))</td>
</tr>
<tr>
<td>(T_{cost}(S', R', V'))</td>
<td>1122.34</td>
<td>1159.65</td>
<td>1197.19</td>
<td>1234.70</td>
<td>1271.99</td>
</tr>
<tr>
<td>(A.V.)</td>
<td>0.94896</td>
<td>0.95805</td>
<td>0.96502</td>
<td>0.97044</td>
<td>0.97472</td>
</tr>
</tbody>
</table>

**Fig. 2.** Cost and availability surfaces for \((M, S', R', V') = (15, 8, 7, 2)\) as \(\lambda = 0.6\) and \(x = 0.3\).
5.3. Sensitivity analysis

Considering $M = 15$, the same cost elements and system parameters listed in above example, we perform a sensitivity analysis for changes in the joint optimum value $(S', R', V')$ along with changes in specific values of the system parameters $\lambda$, $\mu$, $\theta$ and $\alpha$. The minimum expected cost $T_{\text{cost}}(S', R', V')$ and values of various system performance measures $A.V. E[F], E[F_1], E[E], E[I], M.A.$ and $O.U.$ at the optimum values $(S', R', V')$ are shown in Tables 2 and 3 for different values of $(\lambda, \alpha)$ and $(\mu, \theta)$.

From Table 2, we observe that (i) $T_{\text{cost}}(S', R', V')$ increases as $\lambda$ or $\alpha$ increases; (ii) $S'$ and $R'$ increase as $\lambda$ increases; and (iii) $S'$ increases as $\alpha$ increases. One sees from Table 3 that (i) $T_{\text{cost}}(S', R', V')$ decreases as $\mu$ increases; (ii) $S'$ and $R'$ decrease as $\mu$ increases; and (iii) $S'$ increases as $\theta$ increases.

Similarly, we are also interesting in the effect of $(\mu', \theta')$ by changing the values of other two continuous system parameters $\lambda$ and $\alpha$ when $M = 15$ and $(S', R', V') = (8, 7, 2)$ are determined. In Table 4, the optimum value $(\mu', \theta')$ and several system
performance measures for specific values of $\lambda$ and $\alpha$ are given. It is observed that $\mu^*$ increases as $\lambda$ or $\alpha$ increases (roughly insensitive to $\chi$) and $\theta^*$ is changeless as $\lambda$ or $\alpha$ changes. Apparently, increasing the service rate is more effective in reducing cost than adjusting the vacation rate. Consequently, the adjustment (increase) of the service rate $\mu$ will be considered firstly until $\mu^* = \mu_0$ then adjusts (increases) the vacation rate $\theta$ next.

6. Conclusions

The systematic methodology provided in this paper works efficiently for a machine repair model with standbys under a synchronous single vacation policy. The stationary probability vectors were obtained in terms of matrix forms using the technique of matrix partition. Firstly, we developed the steady-state solutions in matrix forms for the machine repair model by using the Markov process. These solutions were used to obtain the various system performance measures, such as the steady-state availability, $\text{MTTF}$, the expected number of failed machines in the queue / system, the expected number of idle, busy and vacation servers, machine availability, operative utilization, etc. Next, we developed a cost model for the machine repair model to determine the joint optimum number of standbys, servers and vacation servers in order to minimize the steady-state expected cost per unit time, while maintaining a specified level of system availability. After the determination of the three discrete decision variables, the optimal adjustments of service rate and vacation rate were also considered. Two procedures were provided to handle this optimization problem. Finally, a sensitivity analysis was performed to investigate the effect on the joint optimum values if the system parameters take on other specific values. We extended the traditional vacation policy to more generalization one. The investigated model can be used to evaluate the performance of some practical queueing systems similar to mentioned earlier in Introduction. Specifically, it may be employed to fit the system with configurable servers which have multiple tasks.
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