Ion Intensity and Thermal Proton Transfer in Ultraviolet Matrix-Assisted Laser Desorption/Ionization
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ABSTRACT: The ionization mechanism of ultraviolet matrix-assisted laser desorption/ionization (UV-MALDI) was investigated by measuring the total cation intensity (not including sodiated and potasiated ions) as a function of analyte concentration (arginine, histidine, and glycine) in a matrix of 2,4,6-trihydroxyacetophenone (THAP). The total ion intensity increased up to 55 times near the laser fluence threshold as the arginine concentration increased from 0% to 1%. The increases were small for histidine, and a minimal increase occurred for glycine. Time-resolved fluorescence intensity was employed to investigate how analytes affected the energy pooling of the matrix. No detectable energy pooling was observed for pure THAP and THAP/analyte mixtures. The results can be described by using a thermal proton transfer model, which suggested that thermally induced proton transfer is crucial in the primary ion generation in UV-MALDI.

INTRODUCTION

Since being introduced by Tanaka,1 Karas, and Hillenkamp,2 matrix-assisted laser desorption/ionization (MALDI) has become one of the most widely used techniques for performing mass analysis of biomolecules. In MALDI, analytes are mixed with a suitable matrix and then placed onto a sample holder. Ultraviolet (UV) laser pulses strike the target, releasing numerous analyte and matrix molecules. The desorbed molecules include ions and neutrals. The ions are subsequently analyzed using a mass spectrometer. Unfortunately, no single matrix is suitable for all analytes. Although using the appropriate matrix is a crucial parameter for successful MALDI mass analysis, selecting a matrix remains a trial and error process because the ionization mechanism of MALDI remains unclear.

Generating the first ions remains the most controversial part of the ionization mechanism. Several mechanisms have been proposed to explain the ion generation mechanism in MALDI, including direct multiphoton ionization,3,4 the lucky survivor model,5 thermal ionization of photoexcited matrices,5 the energy pooling model,7,8 excited state proton transfer,9 the polar fluid model,10,11 thermal reactions on solid state surfaces,12 and the thermal proton transfer model.13 However, the effects of each mechanism in MALDI are difficult to determine because it is not easy to quantitatively measure the contributions of these mechanisms.

Among the various mechanisms, only the thermal ionization of the photoexcited matrix model, the energy pooling model, thermal reactions on solid state surfaces, and the thermal proton transfer model can be quantitatively described. In the thermal proton transfer model, the total ion generation efficiency changes when an analyte is added into the matrix. This is because analyte ions can be generated as primary ions in the proton transfer between the matrix and analyte, M + A → (M−H)+ + AH+, or as the secondary ions in ion–molecule reactions in the thermal proton transfer model. When an analyte is added to the matrix, the thermal proton transfer model predicts that the total number of ions can substantially increase if the proton transfer efficiency between matrix and analyte is larger compared with the proton transfer efficiency between matrix molecules. By contrast, in the thermal ionization of photoexcited matrix and energy pooling models, the matrix ions are the primary ions, and the analyte ions are the secondary ions generated from ion–molecule reactions between the matrix ions and neutral analytes. When an analyte is added to the matrix, the thermal ionization of the photoexcited matrix and energy pooling models predicts that the total number of ions remains constant if the photoexcited matrix or the energy pooling of the matrix is not affected by the analyte.

This study presents two types of experiments. First, analytes that exhibited distinct proton affinities were separately added to
the matrix, and the total cation intensity was measured as a function of the analyte concentration. With regard to analytes that exhibit large proton affinities, we demonstrated that the total cation intensity increased as the analyte concentration increased. By contrast, regarding analytes that exhibit small proton affinities, the total cation intensity remained constant. Second, we investigated how analytes affected the energy pooling of the matrix by using time-resolved fluorescence. A previous study\textsuperscript{14} showed that the energy pooling of the trihydroxycetophenone (THAP) matrix was too small to be detected. Energy pooling does not likely play an essential role in the ion generation of MALDI in the THAP matrix. In this work, we demonstrated that the analytes used in this study did not affect the energy pooling properties of THAP, and no energy pooling was observed in the THAP/analyte mixtures. A quantitative description of the thermal proton transfer model is provided to demonstrate that the increase of total ion intensity can be described using the thermal proton transfer model.

**EXPERIMENTAL METHODS**

**Ion Intensity.** The cation intensities of MALDI were measured using a commercial time-of-flight mass spectrometer (Autoflex III, Bruker Daltonik). The matrix used in this study was 2,4,6-trihydroxycetophenone (THAP 98%). The analytes, arginine (Arg), histidine (His), and glycine (Gly), were purchased from Sigma-Aldrich and used without further purification. The matrix and analytes were separately ground into fine powder. The samples were prepared by mixing the matrix and analyte powders in a proper molar ratio. The powder mixture was placed in microtubes, which were shaken using a mixer (Uzusio, VTX-3000L, Japan) for 1 h and subsequently pressed using a Teflon rod to form thin disks approximately 0.5–1 mm thick. The thin disks were affixed to the stainless steel sample plate by using a thin film of commercially available solid adhesive (UHU Stic, UHU GmbH & Co. KG, Germany). This sample preparation method yielded a homogeneous analyte distribution throughout the sample area and has been previously used to conduct quantitative analyses in MALDI.\textsuperscript{15,16} A laser beam set at 355 nm from the third harmonic of a built-in Nd:YAG laser (pulse duration of 7 ns) was used in this experiment. The laser spot size was 300 μm in diameter on the sample surface.

**Time-Resolved Fluorescence.** To investigate how the analytes affected the energy pooling of the matrix, the time-resolved fluorescence intensity was measured using the third harmonic of a Nd:YAG laser (355 nm, < 20 ps pulse duration, model no. PL2210D-1K-P20, Ekspla, Lithuania) to excite solid samples in a vacuum (1 × 10\textsuperscript{−6} Torr), and a streak camera (1 ps time resolution, no. C10910-S21, Hamamatsu Photonics K. K., Japan) was used to detect fluorescence. Time-resolved fluorescence measurements were described in a previous report.\textsuperscript{14} The sample preparation method used was the same as that used to measure the ion intensity.

**RESULTS**

The ratio of the total cation intensity presented in this study was defined as the total cation intensity per laser shot of the mixed matrix and analyte samples divided by the total cation intensity per laser shot of the pure matrix sample at the same laser fluence. Only protonated THAP and protonated analytes were considered. Because the generation of metal ions is not related to the proton transfer, ions related to metal cations, such as Na\textsuperscript{+}, K\textsuperscript{+}, sodiated ions, and potasiated ions, were not considered. The ratios of negative ions were not measured because we could not distinguish whether the counterions of these negative ions were protonated or metal-related cations, and only the ratios of cations are reported herein.

Figures 1a and 2a show the ratios of total cation intensity as a function of the analyte concentrations of various amino acids in
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**Figure 1.** Ratio of total ion intensity of the first 10 laser shots as a function of analyte concentration for various amino acids in THAP.

![Image](373x174 to 516x393)

**Figure 2.** Ratio of total ion intensity of the second 10 laser shots as a function of analyte concentration for various amino acids in THAP.

THAP. The laser fluence was 160 J/m\textsuperscript{2}, which was near the threshold of MALDI for THAP. The ratios increased as the Arg concentration increased. The total ion intensity of 1% of Arg in THAP was 15 times larger than that of the pure THAP sample regarding the first set of 10 laser shots at the same sample position. It increased by 55 times in the second set of 10 laser shots at the same sample position. When the analyte was
changed from Arg to His, the increase in the total cation intensity diminished. Almost no change was observed in the total cation intensity of the Gly/THAP mixture. Figures 1b and 2b show that the increases of the total cation intensity ratios were small for all analytes at high laser fluence levels.

Each data point in Figures 1 and 2 represents the average intensity per laser shot of 10 samples, and 20–80 mass spectra were taken from each sample, representing 20–80 randomly chosen distinct laser striking positions. For each position, the mass spectra of the first and second sets of 10 laser shots were separately accumulated. The number of mass spectra (200–800) depended on the analyte concentration and laser fluence. Regarding pure THAP at low laser fluence levels, 800 mass spectra were recorded because the ion intensity in most of the mass spectra was zero. However, only 200 mass spectra were recorded for 1% Arg in THAP at high laser fluence because large ion intensities were observed in each mass spectrum. The ion intensities were divided into several regions, and the mass spectra were sorted according to the ion intensity. Figure 3 shows the probabilities of ion intensity distribution, defined as the number of mass spectra in each ion intensity region divided by the total number of mass spectra. No ions were detected (i.e., the intensity was zero) in most of the pure THAP spectra. However, the probability of zero ion intensity substantially decreased when the Arg concentration increased. High Arg concentrations also greatly increased the probability of large ion intensity. Moreover, the distribution does not considerably change when various Gly concentrations are used.

We previously reported that the $S_1$ lifetime of the pure THAP matrix does not change as laser fluence increases, indicating that no energy pooling occurs. The $S_1$ lifetime of the THAP in analyte/THAP mixtures also remained unchanged as laser fluence increases, as illustrated in Figure 4. These findings suggest that energy pooling still does not occur when analytes are added to THAP.

![Figure 3. Probability of ion intensity distribution of the first 10 laser shots at laser fluence 160 J/m$^2$ for different analytes.](image)

**Figure 3.** Probability of ion intensity distribution of the first 10 laser shots at laser fluence 160 J/m$^2$ for different analytes.

![Figure 4. Time-resolved fluorescence intensity for analyte/THAP mixture at various laser fluences.](image)

**Figure 4.** Time-resolved fluorescence intensity for analyte/THAP mixture at various laser fluences.

## DISCUSSION

**Effects of Analytes on Energy Pooling.** $S_1 - S_1$ annihilation (energy pooling) was suggested as a key step in primary ion generation in the energy pooling model. In the energy pooling model, primary ions are generated from exciton–hopping followed by annihilation between two molecules in the first electronic excited singlet state, $S_1 - S_1$, (energy pooling). The $S_1 - S_1$ annihilation generates matrix molecules in the highly electronic excited singlet state, $S_n$. The subsequent annihilation between one molecule in the first electronic excited singlet state and the other in highly electronic excited singlet state ($S_1 - S_n$ energy pooling), or thermal ionization from $S_n$ generates the first ions. The subsequent ion–molecule reactions between matrix ions and matrix neutrals or between matrix ions and analyte neutrals produce the ions observed in the mass spectra.

The fluorescence quantum yields of 2-aminobenzoic acid, 2,5-dihydroxybenzoic acid (2,5-DHB), and 3-hydroxyproionic acid decrease as the laser fluence increases; this has been used as the evidence for $S_1 - S_1$ annihilation. In a previous
report, energy pooling was investigated by time-resolved fluorescence experiment using a short laser pulse (355 nm, 20 ps pulse width) for excitation and a streak camera (1 ps time resolution) for fluorescence detection. It provides a better method to investigate the $S_1\rightarrow S_0$ annihilation.

We showed that the $S_1$ lifetime of 2,5-DHB decreased as the laser fluence increased. These results confirmed that two molecules reacted in the $S_1$ state, and energy pooling was a possible reaction. The time-resolved fluorescence measurements also showed that no energy pooling was detected for THAP. In the current study, we demonstrated that the results did not change when analytes were added into the THAP, as illustrated in Figure 4 by the invariable lifetimes at various laser fluences. This lack of lifetime change suggests that the total ion intensity ratio as a function of analyte concentration should remain the same if energy pooling is crucial in the generation of first ions in MALDI. This contradicts the experimental observations.

**Thermal Proton Transfer Model.** We discovered that the changes of the total ion intensity ratios of various amino acids and concentrations can be described by using the thermal proton transfer model. In the thermal proton transfer model, the ions generated in MALDI were primarily yielded by protonated matrix and analyte A, and matrix neutrals. The ion concentrations of each species and matrix, analytes, and ions are $m$, $a$, and zero, respectively. At equilibrium, the concentrations of $M$, $A$, (M-H)$^+$; $MH^+$; $AH^+$; and (A-H)$^+$ are $m - x - y$; $a - z - w$; $x$, $y$, $z$; and $w$, respectively. At equilibrium, the following equations are yielded:

$$K_1 = \frac{xy}{(m - x - y)^2}$$

$$K_2 = \frac{xz}{(m - x - y)(a - z - w)}$$

$$K_3 = \frac{(m - x - y)z}{(a - z - w)y}$$

$$K_4 = \frac{wy}{(a - z - w)(m - x - y)}$$

$$K_5 = \frac{wz}{(a - z - w)^2}$$

On the basis of the charge balance, the following is derived:

$$x + w = y + z$$

Reactions 1–6 are not independent. For example, the sum of reactions 1 and 3 equals to reaction 2, and $K_1$, $K_2$, and $K_3$ are related as follows:

$$K_2K_3 = K_1$$

The other relationships can be described as follows:

$$K_4K_5 = K_3$$

$$K_4K_6 = K_4$$

Because ion concentrations are much smaller compared with neutral concentrations, $m - x - y \approx m$ and $a - z - w \approx a$ are adequate approximations. Using these approximations and eqs 7–16 yields the following:

$$[M - H]^− = m \left(\frac{1 + \frac{a}{m}K_5}{1 + \frac{a}{m}K_6}\right)$$

where subscript letter 1 represents the liquid phase If the deprotonation energy of the analyte is sufficiently small, the following proton disproportionation reactions also occur:

$$A + M \rightleftharpoons (A - H)^− + (M + H)^+$$

$$A + A \rightleftharpoons (A - H)^− + (A + H)^+$$

$$A + (M - H)^− \rightleftharpoons (A - H)^+ + M$$

The corresponding Gibbs free energy and equilibrium constants of these reactions are $\Delta G_1$, $\Delta G_2$, $\Delta G_3$, $\Delta G_4$, $\Delta G_5$, $\Delta G_6$, $K_1$, $K_2$, $K_3$, $K_4$, and $K_5$. The initial concentrations of the matrix, analytes, and ions are $m$, $a$, and zero, respectively. At equilibrium, the concentrations of $M$, $A$, (M-H)$^+$; $MH^+$; and (A-H)$^+$ are $m - x - y$; $a - z - w$; $x$, $y$, $z$; and $w$, respectively. At equilibrium, the following equations are yielded:

$$K_1 = \frac{xy}{(m - x - y)^2}$$

$$K_2 = \frac{xz}{(m - x - y)(a - z - w)}$$

$$K_3 = \frac{(m - x - y)z}{(a - z - w)y}$$

$$K_4 = \frac{wy}{(a - z - w)(m - x - y)}$$

$$K_5 = \frac{wz}{(a - z - w)^2}$$

On the basis of the charge balance, the following is derived:

$$x + w = y + z$$

Reactions 1–6 are not independent. For example, the sum of reactions 1 and 3 equals to reaction 2, and $K_1$, $K_2$, and $K_3$ are related as follows:

$$K_2K_3 = K_1$$

The other relationships can be described as follows:

$$K_4K_5 = K_3$$

$$K_4K_6 = K_4$$

Because ion concentrations are much smaller compared with neutral concentrations, $m - x - y \approx m$ and $a - z - w \approx a$ are adequate approximations. Using these approximations and eqs 7–16 yields the following:

$$[M - H]^− = m \left(\frac{1 + \frac{a}{m}K_5}{1 + \frac{a}{m}K_6}\right)$$
\[ [M + H]^+ = y = m \left( 1 + \frac{a}{m} K_1 \right) \]
\[ [A + H]^+ = z = a K_1 \left( 1 + \frac{a}{m} K_1 \right) \]
\[ [A - H]^- = w = a K_1 \left( 1 + \frac{a}{m} K_1 \right) \]

The ratio of total positive ions as a function of analyte concentration can be calculated using eqs 18 and 19.

\[ \gamma = \frac{\text{Cations from mixture}}{\text{Cations from pure matrix}} = \frac{[M + H]^+ + [A + H]^+}{[M + H]^+} \]
\[ = \left( 1 + \frac{a}{m} \right) \times \left( 1 + \frac{a}{m} \right) \]
\[ \quad \times \exp \left( -\Delta G / R T \right) \times \exp \left( -\Delta G / R T \right) \]

\[ (21) \]

\( T \) represents the temperature before desorption occurs. Identical results for the ratio of negative ions can be obtained using eqs 17 and 20.

Because \( a/m \) and equilibrium constants are positive, the ratio \( \gamma \) always increases as the analyte concentration increases. Ratios of various concentrations can be easily compared if the temperature, which depends on the absorption cross section and heat capacity, remains the same. Because the analytes exhibit distinct absorption cross sections and heat capacities compared with the matrix, constant temperature is a good approximation if the amount of analyte in the matrix remains small. We maintained the analyte concentration below 1% to ensure the absorption cross section and heat capacity of matrix/analyte mixtures were not substantially different from the values of pure matrix. For a given matrix at a given temperature, the ratio of ions increase large and can be easily measured if \( a/m \times K_1 \) or \( a/m \times K_2 \) is substantially larger than 1. This occurs when \( a/m \) is not extremely small and the proton affinity (or basicity) of the analyte is substantially larger than that of the matrix (large \( K_1 \)) or the deprotonation energy of the analyte is much smaller than that of the matrix (large \( K_2 \)). Equation 21 also shows that the increase of the ratio is large when the temperature is low; this occurs when the laser fluence is small.

**Estimation of Ion Intensity Ratio.** The ratio of total ion intensity can be estimated if the temperature before desorption and Gibbs free energy in eq 21 are known. Details regarding the temperature and Gibbs free energy calculations were reported in a previous work. Only a brief description is provided herein.

The relation between laser fluence and the temperature of a sample before desorption occurs can be described by the heat equation assuming that desorption is absent during the laser pulse duration and thermal energy is confined within the laser irradiated volume, as follows:

\[ F \equiv \int_0^T \int_0^L \frac{\rho_b}{a(1 - \Phi)} \int_0^T c_\gamma(T) dT + \Delta m(F) \times L \]

where \( F \), \( \rho_b \), \( \rho_a \), \( \Phi \), \( L \), \( \Delta m \), and \( L \) denote the mass density before laser irradiation, specific heat capacity, absorption cross section, fluorescence quantum yield of the matrix, laser intensity, molecular desorption per unit area, and latent heat of fusion, respectively; and \( T_p \), \( F \), and \( t_p \) and \( t_a \) represent the initial temperature, laser fluence, and the start and stop times of the laser pulse, respectively. The temperature-dependent heat capacity can be calculated based on the molar heat capacity of the solid matrix by using a modified Einstein model, as follows:

\[ C_v = 3R \times \left( \frac{m}{R(T)} \right)^2 \times \frac{e^{\frac{h \nu(T)}{RT}}}{(1 - e^{\frac{h \nu(T)}{RT}})^2} + \frac{3}{2} \]

\[ \sum \left( \frac{m}{R(T)} \right)^2 \times \frac{e^{\frac{h \nu(T)}{RT}}}{(1 - e^{\frac{h \nu(T)}{RT}})^2} \]

where \( h \) is the Planck constant, \( k \) is the Boltzmann constant, \( \nu \) is the oscillator frequency between molecules, and \( \nu_i \) is the vibrational frequency of the matrix. The specific heat capacity was determined based on the relation between the specific and molar heat capacities, \( C_p = C_v / M \), and \( C_p = C_v / VT(a^2/b) \), where \( a \) is the coefficient of thermal expansion and \( b \) is the isothermal compressibility. We did not have absorption cross section of solid THAP at 355 nm. An estimated value \( (10^5 \text{ cm}^2) \) similar to the absorption cross sections of matrices 2,5-dihydroxybenzoic acid (2,5-DHB), sinapinic acid (SA), and ferulic acid (FA) at 355 nm was used in this study.

The Gibbs free energy of reaction 3 can be calculated on the basis of the sumation of the Gibbs free energies of the following three reactions.

\[ \text{MH}^+(g) + A(g) \rightarrow \text{MH}^+(g) + A(g) \]

\[ \text{MH}^+(g) + A(g) \rightarrow \text{M}^+ + \text{AH}^+(g) \]

\[ \text{M}^+ + \text{AH}^+(g) \rightarrow \text{M}^+(g) + \text{AH}^+(g) \]

where subscript g represents the gas phase. Reaction 25 represents the proton transfer reaction in the gas phase. Reaction 24 is the reverse reaction of solvation, and reaction 26 is the reaction of solvation. Equations 24 and 26 include the solvation energy of both neutrals and ions.

Table 1 lists the proton affinities and deprotonation energies of analytes and THAP in the gas phase as obtained from literature and ab initio calculations (Gaussian 09). The calculated values of proton affinities and deprotonation energies depend on the positions of the protons detached from the molecule. We listed only the largest proton affinity and smallest deprotonation energy of each molecule. Among these analyte molecules, Arg exhibited the largest proton affinity and Gly and THAP exhibited the smallest proton affinity. The deprotonation energy of THAP was smaller compared with that of the analytes used in this study. The Gibbs free energy of reaction 25 was obtained using the approximation \( \Delta G_{25} = \Delta H_{25} \).

The solvation energies of both neutrals and ions were obtained using the polarizable continuum model (PCM).
included in the Gaussian 09 computational package. To determine the solvation energy, the dielectric constant of polar liquids (e.g., THAP), $\epsilon_1$ was calculated as a function of temperature by using the Kirkwood–Frohlich equation:  

$$g^2 = \frac{9kT}{4\pi^2 \rho_N} \frac{(2\epsilon_1 + \epsilon_\infty)}{\epsilon_1(\epsilon_\infty + 2)^2}$$  

and Clausius–Mossotti equation:  

$$\frac{\epsilon_\infty}{\epsilon_\infty + 2} = \frac{4\pi}{3} \alpha' \rho_N$$  

The approximation $g = 1$ was used in the calculations because only the high temperature region was relevant to this study. The polarizability and dipole moment (calculated using the Gaussian 09 MP2/6-31+G** method) for THAP were $\alpha' = 1.43 \times 10^{-23}$ cm$^3$ and $\mu = 6.6$ D, respectively. The computed polarizability value includes the electronic and vibrational polarizabilities. The density as a function of temperature in eqs 27 and 28 was calculated as follows:  

$$\rho_N(T) = \frac{\rho_N(T = 300K)}{(1 + 0.0008 \times \Delta T)}$$

<table>
<thead>
<tr>
<th>temp (K)</th>
<th>900</th>
<th>1250</th>
</tr>
</thead>
<tbody>
<tr>
<td>arginine</td>
<td>-129</td>
<td>-124</td>
</tr>
<tr>
<td>histidine</td>
<td>-85</td>
<td>-84</td>
</tr>
<tr>
<td>glycine</td>
<td>-56</td>
<td>-48</td>
</tr>
</tbody>
</table>

The solvation energies of reactants and products (reactions 24 and 26) approximately cancel each other. The Gibbs free energies in the liquid phase were dominated by the heat of the reactions in the gas phase. The first term on the right of eq 21, $(1 + (a/m) \times e^{-\Delta G_{\text{int}}/RT})^{1/2}$, is substantially larger than 1 for Arg and close to 1 for Gly. The deprotonation energies of the analytes were all larger compared with that of THAP. Therefore, the second term on the right of eq 21, $(1 + (a/m) \times e^{-\Delta G_{\text{int}}/RT})^{1/2}$, is close to 1 for all analytes. Table 2 lists the theoretical predictions of total ion intensity ratios. Regarding 1% Arg in THAP $(a/m = 1\%)$, the ratios of eq 21 for temperatures at 900 K $(180/\text{m}^3)$ and 1200 K $(280/\text{m}^2)$ are approximately 554 and 38, respectively. The ratio is large because Arg has a larger proton affinity than THAP does. These ratios become 29 and 5 for 1% His in THAP. By contrast, the ratios of 1% Gly in THAP always remain close to 1 at these temperatures because of the small proton affinity and large deprotonation energy of Gly. For a given analyte, Table 2 also shows that the ion intensity ratio is small when the temperature is high. According to eq 21, the ion intensity ratio is close to 1 if the temperature is very high.

The predictions obtained using the thermal proton transfer model show the same trend as the experimental measurements (i.e., the ion intensity ratio is large for analytes of large proton affinity and it is small at high laser fluence). However, the ion intensity ratios in the theoretical calculations were typically larger than those from the experimental measurements. In addition to the uncertainties in calculations (e.g., temperature and dielectric constant), one possible explanation of large ion intensity ratios from calculations is the overestimated analyte-to-matrix molar ratio $(a/m)$ in calculations. The MALDI samples used in this study were prepared by mixing matrix and analyte powders. These powders were small particles exhibiting a diameter of approximately $10–50 \mu m$. The analyte and matrix molecules were separately confined within these particles and were not mixed homogeneously at the molecular level. Because only the analyte molecules on the surface of the analyte powder directly contacted the matrix powder, not all analyte molecules were dissolved into the hot matrix liquid when laser irradiation increased the temperature of the matrix powder. Therefore, the actual molar ratio between the matrix and analyte was substantially smaller compared with the molar ratio calculated on the basis of the entire powder sample. As a result, the ion intensity ratios predicted as a result of the calculations were larger than those yielded by the experimental measurements. According to eq 21, the overestimated molar ratio has substantial effects in analytes that exhibits large proton affinities but causes almost no effect in analytes that exhibit small proton affinities.

In principle, using the dried droplet method to prepare samples provides the possibility of mixing the matrix and analyte molecules at the molecular level. However, as the solvent evaporates from the droplet, the drying process typically begins at the edge of the droplet and ends at the center of the droplet. Because of the different solubilities of the matrix and analytes in a solvent, the molar ratios of the matrix to analyte of the dried sample change between the sample edge and center. The sizes and shapes of the crystals produced at the edge of dried droplets differ from those produced at the center. Consequently, samples prepared using the dried droplet method are highly inhomogeneous in molar ratio and also in crystal size and shape; therefore, they were not suitable for use in this study.

The overestimated molar ratio $(a/m)$ in calculations can be confirmed on the basis of the increase of the total ion intensity ratio of the second set of 10 laser shots. As shown in Figures 1 and 2, the total ion intensity ratio of the second set of 10 laser shots was much larger than that of the first set of 10 laser shots, and the ratio was substantially closer to theoretically predicted values. This is because the residual heat of the previous laser shots melted sections of the matrix particles, improving the mixture of the matrix and analyte. As a result, the difference of molar ratios $(a/m)$ between the second set of 10 laser shots and calculations was smaller compared with the difference of molar ratios $(a/m)$ between the first set of 10 laser shots and calculations.

Comparison to the Mechanism Proposed by Kim et al.
Kim et al. reported that the abundance of each ion in a (MALDI) spectrum looked thermally determined. 31–33 We would like to make a simple comparison of our model and the ionization mechanism proposed by Kim et al. Two major differences were found between our model and Kim’s mechanism. First, Kim et al. proposed that analyte ions, $\text{AH}^+$, can be generated only from reaction 3 and that no conclusive mechanism is responsible for the primary ion ($\text{MH}^+$) formation. Our model suggests that analyte ions are not only
generated from reaction 3 but also from reaction 2. Reactions 1, 2, 4, and 5 are responsible for the primary ion generation. Second, Kim et al. found that the total ion intensity did not change with analyte concentration. The analyte-to-matrix molar ratios of solid samples in their experiments ranged from 0% to 0.1%, and laser fluence was 2–10 times of the threshold. Their analyte concentration was much smaller than the concentration we used in this work, and laser fluence was much larger than the laser fluence we used in this work. According to eq 21, our model predicts that the increase of total ion intensity is small when the concentration of analyte is small and/or laser fluence is large. Equation 21 can explain why the ion intensity does not change with analyte concentration and laser fluence in Kim’s experiment. On the other hand, we demonstrated that the total ion intensity increased significantly at high analyte concentration and low laser fluence. This observation cannot be explained by the mechanism proposed by Kim et al.

**CONCLUSION**

In contrast to the thermal ionization of the photoexcited matrix and energy pooling models, in which matrix ions must first be generated to initiate proton or charge transfers between matrix ions and neutral analytes, the thermal proton transfer model suggests that analyte ions can be directly generated from the thermal proton transfer reaction between the matrix and the analyte. Because the analytes used in this work did not affect the energy pooling rate, the energy pooling model cannot explain why the total ion intensity increased as the analyte concentration increased. However, we demonstrated that the increase can be explained by using the thermal proton transfer model. Because most peptides and proteins exhibit proton affinities that are both larger than the proton affinities of the matrix used in this study and larger than the common matrices used in UV-MALDI, thermal proton transfer reactions must play an essential role in UV-MALDI processes.
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The geometries of the reactants and products were fully optimized using the hybrid density functional B3LYP method with the 6-31G* basis set. The energies of the reactants and products at B3LYP/6-31G* optimized geometries were calculated using the G3-type computational scheme, specifically the G3(MP2,CCSD)/B3LYP modification. Zero point energy (ZPE) corrections were taken into account by using B3LYP/6-31G* frequencies without scaling.


Mass density was measured from the volume change of saturated THAP aqueous solution by adding a given weight (1.1−1.5 g) of THAP powder into the solution.


