The SFG technique has become popular since the pioneering work conducted by Shen’s group in late 1980s. Combined the advantages of other surface-detecting techniques, the SFG technique could identify both chemical species and orientations adsorbed on surfaces or inserted between surfaces. In view of the recent tremendous experimental activities of SFG in surface chemistry, biochemistry and material sciences, quantum chemical calculations of SFG spectra to analyze the experimental SFG spectra are badly needed. In this paper we presented the theoretical expressions of various SFG techniques and showed how to employ the quantum chemical calculations to simulate the corresponding SFG spectra.
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INTRODUCTION

The SFG technique has become available on analyzing surface species since the works conducted by Shen’s group in late 1987. With an optical parametric amplifier tuned around 2800 to 3100 cm\(^{-1}\) with a frequency-doubled Nd:YAG laser, they have successfully recorded IR-Vis SFG spectra of methanol and pentadecanoic acid (PDA) adsorbed on glass and on water surface. By tuning the IR frequency, different vibrational resonances were obtained, and with various combinations of incident beam polarizations (s and/or p), different C-H stretching modes were revealed. They have further analyzed C-H vibration signals of PDA at different adsorption densities, finding the long alkane chains nearly oriented straightly along the normal to the water surface in the liquid-condensed phase at high density.  

Following these pioneering works, numerous applications of vibrational SFG spectroscopy to surface chemistry, biochemistry and material sciences emerged. Aliphatic and aromatic C-H stretching modes from different chemical species could be distinguished by resonance frequencies, and their orientations could be deduced from signal intensities recorded under different combinations of incident/output beam polarizations. The results showed some substrate-dependence of the adsorbate orientation. For example, the phenyl groups in polystyrene have an average tilt angle of ~20° at the polystyrene-air interface while the polymer is adsorbed on sapphire, and ~57° on oxidized silicon substrate. It should be noted that there exist several types of vibrational SFG and electronic SFG. In addition to VSFG, Tahara and coworkers have recently made heterodyne-detected electronic sum-frequency generation (ESFG) applicable. In their experiments, they have further analyzed C-H vibration signals from different chemical species could be distinguished by resonance frequencies, and their orientations could be deduced from signal intensities recorded under different combinations of incident/output beam polarizations. The results showed some substrate-dependence of the adsorbate orientation. For example, the phenyl groups in polystyrene have an average tilt angle of ~20° at the polystyrene-air interface while the polymer is adsorbed on sapphire, and ~57° on oxidized silicon substrate.  

In view of the above-mentioned rapid developments of SFG spectroscopies, in this paper we shall present the theoretical expressions of various SFG techniques and show how to employ the quantum chemical calculations to analyze and simulate the corresponding SFG spectra. We shall also give a brief review of SFG experiments in chemistry, biology and surface science.

THEORY — SUSCEPTIBILITY METHOD

To treat nonlinear optical processes, the susceptibility method is commonly used. The central problem in the susceptibility method is to calculate the polarization \( \hat{P} \) which is an ensemble average of dipole moment \( \hat{\mu} \), i.e.,

\[
\hat{P} = \text{Tr}(\hat{\rho} \hat{\mu}) = \text{Tr}(\hat{\mu} \hat{\rho})
\]

(2-1)

where \( \hat{\rho} \) denotes the density matrix of the system. The diagonal and off-diagonal elements of \( \hat{\rho} \) describe the population and phase (or coherence) of the system, respectively. Notice that the equation of motion for the density matrix \( \hat{\rho}(t) \) of the system is given by the stochastic Liouville equation,

\[
\frac{\partial \hat{\rho}}{\partial t} = -i\hbar \left[ \hat{H}, \hat{\rho} \right] - \frac{i}{\hbar} \left[ \hat{\mu}, \hat{\rho} \right] - \frac{i}{\hbar} \left[ \hat{V}(t), \hat{\rho} \right]
\]

(2-2)

where \( i\hat{\mu} = i\hat{\mu}^* - \hat{\Gamma} \), and \( \hat{\mu}^* \) and \( \hat{\mu} \) are the Liouville operators corresponding to the zeroth-order Hamiltonian and Hamiltonian for the interaction \( \hat{V} \) between the system and radiation field, respectively. \( \hat{\Gamma} \) denotes the damping operator describing the relaxation and dephasing of the system. To evaluate \( \hat{P} \), it is necessary to solve Eq. (2-2). For this purpose, the weak field case the perturbation method is often used. This can be carried out by regarding \( \hat{\Gamma} \) in Eq. (2-2) as a perturbation and solving Eq. (2-2) directly.

For SFG, we have to evaluate the second-order polarization \( \hat{P}^{(2)}(t) \) given by

\[
\hat{P}^{(2)}(t) = \text{Tr}(\hat{\rho}^{(2)} \hat{\mu})
\]

(2-3)

where \( i\hat{\mu} = i\hat{\mu}^* - \hat{\Gamma} \), and \( \hat{\mu}^* \) and \( \hat{\mu} \) are the Liouville operators corresponding to the zeroth-order Hamiltonian and Hamiltonian for the interaction \( \hat{V} \) between the system and radiation field, respectively. \( \hat{\Gamma} \) denotes the damping operator describing the relaxation and dephasing of the system. To evaluate \( \hat{P} \), it is necessary to solve Eq. (2-2). For this purpose, the weak field case the perturbation method is often used. This can be carried out by regarding \( \hat{\Gamma} \) in Eq. (2-2) as a perturbation and solving Eq. (2-2) directly.

In the dipole approximation, one can write \( \hat{V}(t) \) as

\[
\hat{V}(t) = -\sum \sum \left\langle \hat{E}(\alpha, \omega_0) \right\rangle \left\langle \hat{\mu}(\alpha, \omega_0) \right\rangle:\hat{\mu}(t)
\]

(2-4)

and

\[
\hat{P}^{(2)}(t) = \text{Tr}(\hat{\rho}^{(2)} \hat{\mu})
\]

(2-3)

where \( \hat{P}^{(2)}(t) \) is the second-order polarization, which is given by the second-order response function of the system.

In the dipole approximation, one can write \( \hat{V}(t) \) as

\[
\hat{V}(t) = -\sum \sum \left\langle \hat{E}(\alpha, \omega_0) \right\rangle \left\langle \hat{\mu}(\alpha, \omega_0) \right\rangle:\hat{\mu}(t)
\]

(2-4)

and

\[
\hat{P}^{(2)}(t) = \text{Tr}(\hat{\rho}^{(2)} \hat{\mu})
\]

(2-3)
where $\vec{d}$ represents the dipole operator, $\alpha_i$ takes the value 1 or $-1$ and $\tilde{l}(t)$ denotes the laser pulse-shape function with pulse duration $T_i$. The summation over $i$ in Eq. (2-4) describes the situation that in SFG two lasers are involved.

Equation (2-3) is general and can be applied to study difference-frequency and sum-frequency generations. For SFG, for convenience, Eq. (2-3) can be written as

$$
\tilde{p}^{(2)}(\tilde{F}_p) = \tilde{p}^{(2)}(\omega_1 + \omega_2) \exp[-\frac{i\tilde{F}_p(\omega_1 + \omega_2)}{\hbar}]
$$

$$
+ \tilde{p}^{(2)}(-\omega_1 - \omega_2) \exp[i\tilde{F}_p(\omega_1 + \omega_2)]
$$

(2-6)

where

$$
\tilde{p}^{(2)}(\omega_1 + \omega_2) = \sum_{k} \sum_{l} \sum_{m} \sum_{j} \sum_{i} \sum_{p} \sum_{q} \sum_{r} \sum_{s}
\left[ \begin{array}{c}
\tilde{n}_{k}(\omega_1 + \omega_2) \\
\tilde{n}_{l}(\omega_1 + \omega_2) \\
\tilde{n}_{m}(\omega_1 + \omega_2) \\
\tilde{n}_{j}(\omega_1 + \omega_2) \\
\tilde{n}_{i}(\omega_1 + \omega_2) \\
\tilde{n}_{p}(\omega_1 + \omega_2) \\
\tilde{n}_{q}(\omega_1 + \omega_2) \\
\tilde{n}_{r}(\omega_1 + \omega_2) \\
\tilde{n}_{s}(\omega_1 + \omega_2)
\end{array} \right]
\tilde{n}_{k}(\omega_1 - \omega_2) \tilde{n}_{l}(\omega_1 - \omega_2) \tilde{n}_{m}(\omega_1 - \omega_2) \tilde{n}_{j}(\omega_1 - \omega_2) \tilde{n}_{i}(\omega_1 - \omega_2) \tilde{n}_{p}(\omega_1 - \omega_2) \tilde{n}_{q}(\omega_1 - \omega_2) \tilde{n}_{r}(\omega_1 - \omega_2) \tilde{n}_{s}(\omega_1 - \omega_2)
$$

(2-7)

and, for example, $\hat{\sigma}_i = e^{\tilde{F}_i} \hat{\sigma}_i \hat{2}^{(2)} \hat{\sigma}_i = (\hat{\sigma}_i)_{\text{initial}} \hat{2}^{(2)} (\hat{\sigma}_i)_{\text{final}}$ representing the initial distributions of the system. In other words, in SFG the coefficient of $\exp[-it(\omega_1 + \omega_2)]$ or $\exp[it(\omega_1 + \omega_2)]$ should be needed. Here in the double summations over $i$ and $j$, the $i = j$ terms are to be excluded.

One can consider an energy level diagram for SFG as shown in Fig. 1. In Fig. 1, $\omega_1$ and $\omega_2$ represent the frequencies of the two lasers used in SFG experiments.

According to the definition of the second-order non-linear susceptibility $\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2)$ for SFG,

$$
\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2) = \sum_{\rho} \chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2) \tilde{E}_\rho(\omega_1) \tilde{E}_\rho(\omega_2)
$$

(2-8)

where $\alpha, \beta$ and $\gamma$ denote the space-fixed coordinates $X, Y$ and $Z$, it is found

$$
\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2) = \chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2) + \chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2) + \chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2)
$$

(2-9)

and the expressions for $\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2)$ and $\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2)$ are negligible and will not be produced here. Note that in Eq. (2-10), $\Gamma_{\alpha \beta} = \Gamma_{\alpha \beta} + 1/T_1$, $\Gamma_{\alpha \beta} = \Gamma_{\alpha \beta} + 1/T_2$, and $\Gamma_{\alpha \beta} = \Gamma_{\alpha \beta} + 1/T_3$.

From Eq. (2-10) we can see why the SFG is a surface-sensitive experiment. It shows that $\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2)$ has transition moments in the product form of $\mu_{\alpha \beta} \mu_{\gamma} \mu_{\alpha \beta}$ etc. which in turn varies with Cartesian coordinates as $x^3, x^2y, xyz$ etc and the spatial averages of these Cartesian cubic products vanish. This indicates that the signal of $\chi^{(2)}_{\alpha \beta \gamma}(\omega_1 + \omega_2)$ in the bulk of liquids is zero. Similarly from Eq. (2-10) we can see that a molecular system with the inversion symmetry is SFG forbidden.
Taking the term $\mu_{\alpha\beta} (\alpha) \mu_{\kappa\delta} (\gamma) \mu_{\mu\nu} (\beta)$ as an example, if the state $\mu$ in $\mu_{\alpha\beta} (\alpha)$ is of “gerade” symmetry, the $k$ should be “un-gerade”. Similarly the state $m$ in $\mu_{\kappa\delta} (\gamma)$ would be “gerade”. It follows that $\mu_{\mu\nu} (\beta)$ would vanish because of the “gerade” to “gerade” transition in $\mu_{\mu\nu} (\beta)$.

As discussed in previous papers, there are four cases of SFG. They are resonance–off-resonance, off-resonance–resonance, resonance–resonance, and off-resonance–off-resonance cases. It should be noted that Eq. (2-10) plays the role of the master equation for $\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2)$ which can be used to derive the various kinds of SFG spectroscopies.

**VIBRATIONAL SUM-FREQUENCY GENERATION**

**A. Resonance–Off-Resonance Case**

In this case (shown in Fig. 2), from Eq. (2-10) we obtain the dominating terms

$$\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_g \sum_w \Delta \sigma (g) \frac{\mu_{\mu\nu} (\beta)}{\langle \Theta_{\mu\nu} - \Theta_\nu \rangle + \Gamma_{\mu\nu}} \times \sum_k \left[ \frac{\mu_{\mu\nu} (\beta) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\kappa\delta} - \Theta_\delta \rangle + \Gamma_{\kappa\delta}} + \frac{\mu_{\alpha\beta} (\alpha) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\alpha\beta} - \Theta_\beta \rangle + \Gamma_{\alpha\beta}} \right]$$

(3-1)

For vibrational SFG, we have to make the following changes due to the use of the Born-Oppenheimer approximation, $g \rightarrow gv$, $m \rightarrow gv'$, $k \rightarrow ku$, i.e., in terms of vibronic states. The ground state and excited states are expressed as $\Psi_{gv} = \Phi_g \Theta_{gv}$ and $\Psi_{kv} = \Phi_k \Theta_{kv}$, respectively. Here, $\Phi_g (\Phi_k)$ denotes the ground ($k$-th electronic excited) BO wavefunction, and $\Theta_{gv} (\Theta_{kv})$ denotes the vibrational wavefunction in the ground ($k$-th electronic excited) state. It follows that

$$\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_g \sum_w \Delta \sigma (gv, gv') \frac{\mu_{\mu\nu} (\beta)}{\langle \Theta_{\mu\nu} - \Theta_\nu \rangle + \Gamma_{\mu\nu}} \times \sum_k \left[ \frac{\mu_{\mu\nu} (\beta) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\kappa\delta} - \Theta_\delta \rangle + \Gamma_{\kappa\delta}} + \frac{\mu_{\alpha\beta} (\alpha) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\alpha\beta} - \Theta_\beta \rangle + \Gamma_{\alpha\beta}} \right]$$

(3-2)

Using the Placzek approximation, the Placzek approximation, $\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2)$ can be expanded in terms of normal coordinates $Q_i$.

$$\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_g \sum_w \Delta \sigma (gv, gv') \frac{\mu_{\mu\nu} (\beta)}{\langle \Theta_{\mu\nu} - \Theta_\nu \rangle + \Gamma_{\mu\nu}} \times \sum_k \left[ \frac{\mu_{\mu\nu} (\beta) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\kappa\delta} - \Theta_\delta \rangle + \Gamma_{\kappa\delta}} + \frac{\mu_{\alpha\beta} (\alpha) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\alpha\beta} - \Theta_\beta \rangle + \Gamma_{\alpha\beta}} \right]$$

(3-3)

or

$$\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_g \sum_w \Delta \sigma (gv, gv') \times \left[ \langle \Theta_{\mu\nu} | \mu_{\mu\nu} (\beta) | \Theta_{\mu\nu} \rangle \langle \Theta_{\alpha\beta} | \mu_{\alpha\beta} (\alpha) | \Theta_{\alpha\beta} \rangle \right]$$

(3-4)

where $\alpha_{\beta\gamma} (\alpha'\gamma')$ denotes the polarizability of the $g$ electronic state,

$$\alpha_{\beta\gamma} (\alpha'\gamma') = \sum \frac{\mu_{\alpha\beta} (\alpha) \mu_{\kappa\delta} (\gamma)}{\langle \Theta_{\alpha\beta} - \Theta_\beta \rangle + \Gamma_{\alpha\beta}}$$

(3-5)

Both $\alpha_{\beta\gamma} (\alpha'\gamma')$ and $\mu_{\mu\nu} (\beta)$ should be expanded in terms of normal coordinates $Q_i$.

$$\mu_{\alpha\beta} (\alpha) = \mu_{\alpha\beta} (\alpha) + \sum \frac{\partial \mu_{\alpha\beta} (\alpha)}{\partial Q_i} Q_i$$

(3-6)

and

$$\alpha_{\beta\gamma} (\alpha'\gamma') = \alpha_{\beta\gamma} (\alpha'\gamma') + \sum \frac{\partial \alpha_{\beta\gamma} (\alpha'\gamma')}{\partial Q_i} Q_i$$

(3-7)

Substituting Eqs. (3-6) and (3-7) into Eq. (3-4) yields

$$\chi_{\alpha\beta\gamma}^{(2)} (\omega_1 + \omega_2) = \sum_g \sum_w \sum_k \sum_{\alpha'\beta'\gamma'} \alpha_{\beta\gamma} (\alpha'\gamma') \sigma (gv, gv') \langle \Theta_{\alpha\beta} | \mu_{\alpha\beta} (\alpha) | \Theta_{\alpha\beta} \rangle^2$$

(3-8)

where

$$K(\omega_1, \omega_2) = \frac{1}{\hbar} \left( \frac{\partial \mu_{\alpha\beta} (\alpha)}{\partial Q_i} \right)_\omega \left( \frac{\partial \alpha_{\beta\gamma} (\alpha)}{\partial Q_i} \right)_\omega$$

(3-9)

This indicates that for this vibrational SFG to be non-zero, we should have

$$\left( \frac{\partial \mu_{\alpha\beta} (\alpha)}{\partial Q_i} \right)_\omega = 0$$

(3-10)

and

$$\left( \frac{\partial \alpha_{\beta\gamma} (\alpha)}{\partial Q_i} \right)_\omega = 0$$

(3-11)

That is, the $Q_i$ mode should be both IR and Raman active.

In early IR-Vis/UV SFG experiments only $\chi_{\alpha\beta\gamma}^{(2)}$...
could be obtained from SFG signal intensities. Neither \( \text{Re}[\chi^{(2)}] \) nor \( \text{Im}[\chi^{(2)}] \) could be measured directly; they were fitted from \( [\chi^{(2)}] \) profiles and might yield significantly different interpretation. In 1990 Superfine et al. tried to determine the “absolute phase” of second-order susceptibility by investigating the relative sign of dipole moment derivative and polarizability derivative with respect to the vibrational normal mode. This technique became mature in the 2000s and was applied to the water interface geometry. 25,28

To take into account the phase effect on SFG, we shall rewrite \( \chi^{(2)}(\omega_1 + \omega_2) \) as follows

\[
\chi^{(2)}(\omega_1 + \omega_2) = \chi^{(2)}(\omega_1) + i \chi^{(2)}(\omega_1, \omega_2),
\]

where

\[
\chi^{(2)}(\omega_1) = \sum_{\gamma, \gamma'} \sum_{\gamma, \gamma'} K_\gamma(\omega_1, \omega_2) \sigma(\gamma, \gamma') \frac{[\theta_{\gamma, \gamma'} - \theta_{\gamma', \gamma}]}{(\theta_{\gamma, \gamma'} - \theta_{\gamma, \gamma'})^2 + \Gamma_{\gamma, \gamma'}^2}
\]

and

\[
\chi^{(2)}(\omega_1, \omega_2) = \sum_{\gamma, \gamma'} \sum_{\gamma, \gamma'} K_\gamma(\omega_1, \omega_2) \sigma(\gamma, \gamma') \frac{[\theta_{\gamma, \gamma'} - \theta_{\gamma', \gamma}]}{(\theta_{\gamma, \gamma'} - \theta_{\gamma, \gamma'})^2 + \Gamma_{\gamma, \gamma'}^2}
\]

Notice that \( \chi^{(2)}(\omega_1, \omega_2) \) and \( \chi^{(2)}(\omega_1, \omega_2) \) satisfy the Kramers-Kroning relation.

In the following we shall use an example to show how to calculate the vibrational SFG spectra by using the quantum chemical calculations. Graphene is a novel material due to its unique geometric structure and hence related properties such as electric potential, conductivity, etc. It raises interest as well in the adsorption behavior of this substrate, e.g. the orientations of organic polymers adsorbed on the graphene surface, and people have initiated SFG experiments to study this topic. From the theoretical point of view, we have carried out a preliminary SFG simulation of styrene–graphene adsorption system. 30

In our approach, the first step was to construct molecular models of ethylbenzene, styrene monomer, and polymerized styrene oligomers (up to 4 units) adsorbed on a (finite-sized) graphene sheet. It was followed by geometric optimization of styrene molecules by DFT computations and it showed the phenyl groups tended to “stand” rather than “lay down” on the graphene surface. With calculated dipole derivatives and polarizability derivatives the vibrational SFG spectra of phenyl and alkyl CH stretching modes were simulated with different polarization combinations. These results, some of which are demonstrated in Figs. 3 and 4, have provided the first theoretical prediction to the graphene-based adsorption system and are waiting for experimental investigation.

B. Double-Resonance Case I

In this case (see Fig. 5), from Eq. (2-10) we find

\[
\chi^{(2)}_{\text{eff}}(\omega_1, \omega_2) = \frac{i^2}{\hbar^2} \sum_{\gamma, \gamma'} \Delta \sigma(\gamma, \gamma') \frac{[\theta_{\gamma, \gamma'} - \theta_{\gamma', \gamma}]}{(\theta_{\gamma, \gamma'} - \theta_{\gamma, \gamma'})^2 + \Gamma_{\gamma, \gamma'}^2}
\]

and

\[
\chi^{(2)}(\omega_1, \omega_2) = \sum_{\gamma, \gamma'} \sum_{\gamma, \gamma'} K_\gamma(\omega_1, \omega_2) \sigma(\gamma, \gamma') \frac{[\theta_{\gamma, \gamma'} - \theta_{\gamma', \gamma}]}{(\theta_{\gamma, \gamma'} - \theta_{\gamma, \gamma'})^2 + \Gamma_{\gamma, \gamma'}^2}
\]
In the adiabatic approximation, Eq. (3-15) can be written as

\[
\chi_{\text{ad}}^{(2)}(\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_{\gamma} \Delta \sigma(g, g') \times \sum \left( \frac{\mu_{g', \gamma}(\beta) \mu_{g, \gamma}(\beta)}{I_{g', \gamma}} \right) \left( \frac{\partial \varphi_{g'}(\beta)}{\partial \varphi_{g}} \right)
\]

(3-16)

or

\[
\chi_{\text{ad}}^{(2)}(\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_{\gamma} \Delta \sigma(g, g') \times \sum \left( \frac{\mu_{g', \gamma}(\beta) \mu_{g, \gamma}(\beta)}{I_{g', \gamma}} \right) \left( \frac{\partial \varphi_{g'}(\beta)}{\partial \varphi_{g}} \right)
\]

(3-17)

This implies that this type of SFG consists of the IR and resonance Raman scattering,

\[
\chi_{\text{ad}}^{(3)}(\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_{\gamma} \Delta \sigma(g, g') \times \sum \left( \frac{\mu_{g', \gamma}(\beta) \mu_{g, \gamma}(\beta)}{I_{g', \gamma}} \right) \left( \frac{\partial \varphi_{g'}(\beta)}{\partial \varphi_{g}} \right)
\]

(3-18)

or in the Condon approximation,

\[
\chi_{\text{ad}}^{(3)}(\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_{\gamma} \Delta \sigma(g, g') \times \sum \left( \frac{\mu_{g', \gamma}(\beta) \mu_{g, \gamma}(\beta)}{I_{g', \gamma}} \right) \left( \frac{\partial \varphi_{g'}(\beta)}{\partial \varphi_{g}} \right)
\]

(3-19)

where \( \mu \) should be expanded in terms of normal coordinates \( Q_i \), taking \( \mu_{g', \gamma}(\alpha) \) as an example,

\[
\mu_{g'}(\alpha) = \mu_{g'}(\alpha) + \sum \left( \frac{\partial \mu_{g'}(\alpha)}{\partial Q_i} \right) Q_i + \ldots
\]

(3-20)

The experiment for doubly resonant IR-Vis SFG has been developed by Shen et al.\(^{19,20}\) and applied to Rhodamin 6G on silica surfaces. This SFG is basically a two-dimensional surface spectroscopy. Given a \( \omega_{\text{vis}} \) (or \( \lambda_{\text{vis}} \)), the intensity of SFG spectra versus \( \omega_{\text{IR}} \) is shown in Fig. 6 and given a \( \omega_{\text{IR}} \) (or \( \lambda_{\text{IR}} \)) the intensity of SFG spectra versus \( \omega_{\text{vis}} \)

(3-21)

It should be noted that this vibrational SFG can provide us the vibrational information of the excited electronic \( m \) state, if we fix \( \omega_1 \) and vary \( \omega_2 \). On the other hand, if we fix \( \omega_2 \) and vary \( \omega_1 \), we can also get the vibrational information of the \( m \) excited electronic state through the vibronic spectra of the \( m \) state.

**ELECTRONIC SUM-FREQUENCY GENERATION**

**A. Resonance–Off-Resonance Case**

In this case (see Fig. 10), from Eq. (2-10) we obtain

\[
\chi_{\text{ad}}^{(2)}(\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_{\gamma} \Delta \sigma(g, m) \times \sum \left( \frac{\mu_{g', \gamma}(\beta) \mu_{g, \gamma}(\beta)}{I_{g', \gamma}} \right) \left( \frac{\partial \varphi_{g'}(\beta)}{\partial \varphi_{g}} \right)
\]

(4-1)

![Fig. 5. Energy level diagram for double resonance SFG.](image)

**Fig. 6. Double resonant SFG spectra for Rhodamin 6G with a fixed \( \omega_{\text{vis}} \) (or \( \lambda_{\text{vis}} \)).**
For electronic SFG, we have to make the following changes due to the use of the Born-Oppenheimer approximation,

\[ g \rightarrow g_v, \ m \rightarrow m_u, \ k \rightarrow k_w \]

where \( g_v, m_u \) and \( k_w \) denote the vibronic states. It follows that

\[
\chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2) = \frac{i}{\hbar^2} \sum_{\alpha} \sum_{\gamma} \Delta \sigma(g_v, m_u) \frac{\mu_{\text{mu}}(\gamma)}{\mu_{\text{mu}}(\alpha)} \left( \frac{\Delta \phi_{\text{mu}}(g_v, m_u)}{\Delta \phi_{\text{mu}}(g_v, m_u)} \right) \times \sum_{\omega_{\text{kw}}} \left[ \frac{\mu_{\text{kw}}(\alpha) \mu_{\text{kw}}(\gamma)}{\omega_{\text{kw}} - \omega_1 - \omega_2} + \frac{\mu_{\text{kw}}(\gamma) \mu_{\text{kw}}(\alpha)}{\omega_{\text{kw}} + \omega_1 + \omega_2} \right] \tag{4-2}
\]

By using the Placzek approximation \(^2\text{4}\) and the closure relation \( \sum_{\omega} k_w k_w = 1 \), we obtain,

\[
\chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2) = \frac{i}{\hbar^2} \sum_{\alpha} \sum_{\gamma} \Delta \sigma(g_v, m_u) \left( \frac{\Delta \phi_{\text{mu}}(g_v, m_u)}{\Delta \phi_{\text{mu}}(g_v, m_u)} \right) \times \sum_{\omega_{\text{kw}}} \left[ \frac{\mu_{\text{kw}}(\alpha) \mu_{\text{kw}}(\gamma)}{\omega_{\text{kw}} - \omega_1 - \omega_2} + \frac{\mu_{\text{kw}}(\gamma) \mu_{\text{kw}}(\alpha)}{\omega_{\text{kw}} + \omega_1 + \omega_2} \right] \tag{4-3}
\]

By using the Placzek approximation \(^2\text{4}\) and the closure relation \( \sum_{\omega} k_w k_w = 1 \), we obtain,

\[
\chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2) = \frac{i}{\hbar^2} \sum_{\alpha} \sum_{\gamma} \Delta \sigma(g_v, m_u) \left( \frac{\Delta \phi_{\text{mu}}(g_v, m_u)}{\Delta \phi_{\text{mu}}(g_v, m_u)} \right) \times \sum_{\omega_{\text{kw}}} \left[ \frac{\mu_{\text{kw}}(\alpha) \mu_{\text{kw}}(\gamma)}{\omega_{\text{kw}} - \omega_1 - \omega_2} + \frac{\mu_{\text{kw}}(\gamma) \mu_{\text{kw}}(\alpha)}{\omega_{\text{kw}} + \omega_1 + \omega_2} \right] \tag{4-4}
\]

where

\[
\alpha_{\gamma}(\alpha) = \sum_{\gamma} \frac{\mu_{\gamma}(\gamma) \mu_{\gamma}(\alpha)}{\omega_{\gamma} - \omega_1 - \omega_2} + \frac{\mu_{\gamma}(\gamma) \mu_{\gamma}(\alpha)}{\omega_{\gamma} + \omega_1 + \omega_2} \tag{4-5}
\]

Notice that

\[
\chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2) = \chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2)_{R} + \chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2)_{I} \tag{4-6}
\]

where the real part is

\[
\chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2)_{R} = \frac{i}{\hbar^2} \sum_{\alpha} \sum_{\gamma} \Delta \sigma(g_v, m_u) \left( \frac{\Delta \phi_{\text{mu}}(g_v, m_u)}{\Delta \phi_{\text{mu}}(g_v, m_u)} \right) \times \sum_{\omega_{\text{kw}}} \left[ \frac{\mu_{\text{kw}}(\alpha) \mu_{\text{kw}}(\gamma)}{\omega_{\text{kw}} - \omega_1 - \omega_2} + \frac{\mu_{\text{kw}}(\gamma) \mu_{\text{kw}}(\alpha)}{\omega_{\text{kw}} + \omega_1 + \omega_2} \right] \tag{4-7}
\]

and the imaginary part is

\[
\chi^{(2)}_{\text{SFG}}(\omega_1 + \omega_2)_{I} = \frac{i}{\hbar^2} \sum_{\alpha} \sum_{\gamma} \Delta \sigma(g_v, m_u) \left( \frac{\Delta \phi_{\text{mu}}(g_v, m_u)}{\Delta \phi_{\text{mu}}(g_v, m_u)} \right) \times \sum_{\omega_{\text{kw}}} \left[ \frac{\mu_{\text{kw}}(\alpha) \mu_{\text{kw}}(\gamma)}{\omega_{\text{kw}} - \omega_1 - \omega_2} + \frac{\mu_{\text{kw}}(\gamma) \mu_{\text{kw}}(\alpha)}{\omega_{\text{kw}} + \omega_1 + \omega_2} \right] \tag{4-8}
\]
Eq. (4-8) indicates that the imaginary part of $\chi^{(2)}_{\text{off}}(\omega_1 + \omega_2)$ is closely related to the electronic absorption spectra. In the Condon approximation we obtain

$$\chi^{(2)}_{\text{off}}(\omega_1 + \omega_2) = \frac{1}{\hbar^2} \sum_{\gamma} \Delta \sigma(\gamma, \mu \nu) \left[ \begin{array}{c} \left\langle 0_{\gamma} | \mu_{\nu} | 0_{\mu \nu} \right\rangle \\
\left\langle 0_{\gamma} | \nu_{\mu} | 0_{\mu \nu} \right\rangle 
\end{array} \right]$$ (4-9)

and

$$\chi^{(3)}_{\text{off}}(\omega_1 + \omega_2) = \frac{i}{\hbar} \sum_{\gamma} \Delta \sigma(\gamma, \mu \nu) \left[ \begin{array}{c} \left\langle 0_{\gamma} | \mu_{\nu} | 0_{\mu \nu} \right\rangle \\
\left\langle 0_{\gamma} | \nu_{\mu} | 0_{\mu \nu} \right\rangle 
\end{array} \right]$$ (4-10)

Notice that

$$\alpha_{\text{off}}^{(\mu)}(\alpha) = \frac{\mu_{\mu}^{(\gamma)}(\alpha) \mu_{\nu}^{(\gamma)}(\alpha)}{\alpha_{\mu} - \alpha_{\nu}} + \frac{\mu_{\mu}^{(\gamma)}(\alpha) \nu_{\nu}^{(\gamma)}(\alpha)}{\alpha_{\mu} + \alpha_{\nu} + \alpha_{\nu} + \alpha_{\mu} + \alpha_{\gamma}}$$ (4-11)

The $g \leftrightarrow m$ transition intensity in electronic SFG is determined by the electronic matrix element $\mu_{\mu}^{(\gamma)}(\alpha)$ rather than $\mu_{\mu}^{(\gamma)}(\alpha)$ in the ordinary absorption spectra.

**B. Off-Resonance–Resonance Case**

We next consider the off-resonance–resonance case (shown in Fig. 11). From Eq. (2-10) we find

$$\chi^{(2)}_{\text{off}}(\omega_1 + \omega_2) = \frac{1}{\hbar^2} \sum_{\gamma} \Delta \sigma(\gamma, \mu \nu) \left[ \begin{array}{c} \left\langle 0_{\gamma} | \mu_{\nu} | 0_{\mu \nu} \right\rangle \\
\left\langle 0_{\gamma} | \nu_{\mu} | 0_{\mu \nu} \right\rangle 
\end{array} \right]$$ (4-12)

In terms of vibronic states, we find (with the Placzek approximation $\omega_{\mu \nu} \approx \omega_{\mu \gamma}$)

![Fig. 11. Energy level diagram for off-resonance–resonance electronic SFG.](image)
long-debated issue; however, it should be noticed that a solid theoretical framework to interpret these excellent experimental results is still in demand.

We have chosen 4-methyl-7-hydroxycoumarin (MHC), a pH-indicator surfactant molecule analogous to which Tahara’s group used in their experiments,¹⁵ to provide a theoretical support to ESFG spectroscopy. A loose optimization showed that the MHC molecule tends to float on the water surface (simulated by a cluster of ~50 water molecules) with its oxygen atoms immersed into water while methyl group pointing outward (Fig. 12). Under the off-resonance–resonance scheme, the dominant transition occurred from the ground state \((1 1^A^1)\) to the first excited state \((2 1^A^2)\). The corresponding transition dipole moments, two-photon matrix elements, and Franck-Condon integrals were calculated according to Eqs. (4-16) to (4-18) and the SFG spectrum was then simulated (Fig. 13). This preliminary result is the first theoretical ESFG spectrum to our knowledge, and it may be further improved by including more detailed factors like non-Condon contributions, more definite orientation distributions, and explicit solvent effects.

C. Double Resonance Case

Next we consider the double resonance case (see Fig. 14). From Eq. (2-10) we obtain

\[
\chi^{(2)}(\omega_1 + \omega_2) = \frac{i^2}{\hbar^2} \sum_i \sum_j \Delta \sigma(\omega_1) \mu_{ij}(\omega_1) \mu_{ij}(\omega_2)
\]

or

\[
\chi^{(2)}(\omega_1 + \omega_2) = \frac{i^2}{\hbar^2} \sum_i \sum_j \Delta \sigma(\omega_1) \mu_{ij}(\omega_1) \mu_{ij}(\omega_2)
\]

In the Condon approximation,

\[
\chi^{(2)}(\omega_1 + \omega_2) = \frac{i^2}{\hbar^2} \sum_i \sum_j \Delta \sigma(\omega_1) \mu_{ij}(\omega_1) \mu_{ij}(\omega_2)
\]

Notice that

\[
\chi^{(2)}(\omega_1 + \omega_2) = \chi^{(2)}(\omega_1 + \omega_2)_f + i\chi^{(2)}(\omega_1 + \omega_2)_r
\]

where

\[
\chi^{(2)}(\omega_1 + \omega_2)_f = \frac{i^2}{\hbar^2} \sum_i \sum_j \Delta \sigma(\omega_1) \mu_{ij}(\omega_1) \mu_{ij}(\omega_2)
\]

and

\[
\chi^{(2)}(\omega_1 + \omega_2)_r = \frac{i^2}{\hbar^2} \sum_i \sum_j \Delta \sigma(\omega_1) \mu_{ij}(\omega_1) \mu_{ij}(\omega_2)
\]
ORIENTATION AND EULER ANGLE TRANSFORM

Till now we focused on the second-order susceptibility, \( \chi^{(2)} \), of a molecular system embedded in a heat bath. To correlate these molecular properties to experimental observables, one has to include information of molecular orientation distribution as well as beam angles defined under laboratory frames. Given the molecular coordinates, \( xyz \), laboratory frames, \( XYZ \), and the rotation angles, \( \phi \theta \psi \), in the \( z-y-z \) convention (Fig. 15), the Euler rotation matrix between the two coordinate systems is 31 angles (\( \phi \theta \psi \)) between the two coordinate systems.

Now we consider the projection of molecular second-order susceptibility onto the laboratory frame. With an orientation average over a group of molecules, the projection is

\[
\chi_{jk}^{(1)}(\phi, \theta, \psi) = \sum_{lmn} \chi_{lmn}^{(1)} \langle R_{l}R_{m}R_{n} \rangle
\]

where \( I, J \) and \( K \) indicate laboratory frames \( X, Y \) and/or \( Z \), \( l, m \) and \( n \) refer to molecular coordinates \( x, y \) and/or \( z \), \( N \) is the density of molecules at the interface, and \( \langle \cdot \cdot \cdot \rangle \) is the orientation average. \( \chi_{jk}^{(1)} \) has 27 elements but most of them vanish supposing the molecules have an azimuthally isotropic distribution on the \( XY \) plane. For example, a molecule of the \( C_{2v} \) point group has only seven elements survived and some of them being mutually dependent after the orientation average:\^{}32

\[
\begin{align*}
\chi_{xx}^{(1)} & = \chi_{yy}^{(1)} = \chi_{zz}^{(1)} = \chi_{xy}^{(1)} = \chi_{xz}^{(1)} = \chi_{yz}^{(1)} = 0, \\
\chi_{xx}^{(1)} & = \chi_{yy}^{(1)} = \chi_{zz}^{(1)} = \chi_{xy}^{(1)} = \chi_{xz}^{(1)} = \chi_{yz}^{(1)} = \chi_{zx}^{(1)} = \chi_{zy}^{(1)} = \chi_{yz}^{(1)} = \chi_{zy}^{(1)} = \chi_{zz}^{(1)}.
\end{align*}
\]

Next we take beam angles into account. Given \( \theta_1 \) and \( \phi_1 \) the incident beam angles and \( \theta_{SFG} \) the output beam angle with respect to the surface/interface normal, the effective susceptibilities at different combination of beam polarizations (s or p) are:\^{}32

\[
\begin{align*}
\chi_{(s)p}^{(1)} & = \sin \theta_{SFG} \cos \theta_1 \sin \phi_1 \mu_{s}^x(\theta_1) \mu_{p}^x(\phi_1) \chi_{xx}^{(1)} \\
\chi_{(p)s}^{(1)} & = \sin \theta_{SFG} \sin \phi_1 \cos \phi_1 \mu_{s}^x(\theta_1) \mu_{p}^x(\phi_1) \chi_{xx}^{(1)} \\
\chi_{(p)p}^{(1)} & = \sin \theta_{SFG} \sin \phi_1 \cos \phi_1 \mu_{s}^x(\theta_1) \mu_{p}^x(\phi_1) \chi_{xx}^{(1)}
\end{align*}
\]

where the sequence of beam polarization noted here is \( \omega_{SFG}, \omega_2, \) and \( \omega_1 \). In above equations \( L \)’s refer to Fresnel factors which are functions of refractive indices and wavelengths.\^{}32,33

DISCUSSIONS

A. Applications to Water Interface

Faraday was the first to propose that there could exist on ice a thin film of liquid water even below the bulk melting temperature.\^{}34,35 The PPP-SFG vibrational spectra in the OH stretch region for the ice/vapor interface of the hexagonal ice structure exhibit two peaks: the strong peak at \( \sim 3200 \) cm\(^{-1}\) that is originated from OH groups hydrogen-bonded to the neighbors and the narrow peak at 3700 cm\(^{-1}\) is assigned to the dangling OH bonds at the surface.\^{}36 For the study of surface melting, the orientation information of the dangling OH bonds should provide a clue as to how the peak varies with temperature below the bulk melting temperature. If the ice surface would remain crystalline, the peak position and strength would not change appreciably with temperature. A quantitative analysis of the
peak at 3700 cm\(^{-1}\) shows that the orientational order parameter of the dangling OH bonds decreases from 1 (for perfect ordering) around 203 K to 0.3 at 273 K.\(^{36}\) For water/vapor interface (above 273 K), the orientational order parameter of the dangling OH bonds suggests more ordered orientation compared to quasi-liquid on ice. The SFG-VS spectrum of OH stretch region of the neat water/vapor interface was reported (see Fig. 16).\(^{37}\) This spectrum has been reproduced by other groups.\(^{38-44}\) The characteristics of the spectrum are (1) a sharp peak at 3700 cm\(^{-1}\) that can be assigned to the dangling OH bonds jutting into the vapor, (2) a very broad band for the hydrogen-bonded OH that can be composed of two sub-bands around 3400 cm\(^{-1}\) and 3200 cm\(^{-1}\).\(^{37,45}\) Comparing these band frequencies to IR absorption bands of bulk ice and liquid samples, it was concluded that OHs in the topmost layer DAA, DDA, and DDAA (Fig. 17, where D and A represent hydrogen donor and hydrogen acceptor, respectively, in the hydrogen-bonding network) molecules loosely donor-bonded to molecules below contributed to the “liquid-like” negative band, while OHs of tetrahedrally bonded DDAA molecules in lower layers contributed to the “ice-like” positive band through their donor-bonding to upper DAA and DDA molecules. This supported the idea that the surface layer of water is relatively disordered, while the lower layers have some ordered (to a certain extent) ice-like structure.\(^{40,41}\) Many groups have proposed various interpretations of the origin of sub-bands.\(^{39-44,48-54}\) Thus there has been a great deal of confusion. There have been many theoretical approaches attempting to solve the issue; however it is still difficult to correlate the spectral features with the interfacial structure.\(^{55,56}\) Another possible reason for the confusion is due to the fact that SFG vibrational spectra were obtained by the intensity proportional to the absolute square of the surface nonlinear susceptibility. The surface nonlinear susceptibility is a complex number and the spectrum of its imaginary part is analogous to the imaginary part of the dielectric function, in other words, that to the absorption or emission spectrum. The phase-sensitive SFG-VS technique developed by Shen’s group allows direct observation of the imaginary part of surface nonlinear susceptibility (see Fig. 16).\(^{28,57}\)

Du et al. was the first to report the fitting result of the measured intensity yielding two negative discrete resonances at 3200 and 3450 cm\(^{-1}\). These two peaks were labeled as “ice-like” (3450 cm\(^{-1}\)) and “liquid-like” (3200 cm\(^{-1}\)) bands because of their similarities to the IR and Raman spectral features of bulk ice and water.\(^{37,45}\) The Richmond group first used two negative and one positive resonance bands for fitting in the bonded-OH region, in addition to one positive and one negative weak shoulder on the two sides of the dangling OH peak.\(^{52}\) Later, based on isotopic water mixtures results, they fit the bonded-OH part of the H\(_2\)O/vapor spectrum by three negative resonance bands at 3200, 3310, and 3420 cm\(^{-1}\), the first two of which were assigned to the donor-bonded OH of the tetrahedral coordination molecules.

Based on the IR and Raman spectral analysis, the Allen group fit the SFG-VS intensity spectrum by three negative resonances bands (3250, 3450 and 3550 cm\(^{-1}\)).\(^{40,54}\) Furthermore, they added a positive peak at 3748 cm\(^{-1}\), which was suggested to be due to two coordination molecules. Wang and co-workers fit the bonded-OH spectrum by three negative resonance bands (3250, 3450, and 3550 cm\(^{-1}\)) and different interpretation was made for these three bands.\(^{39,53}\) Bonn’s group found that the intensity spectrum of the D\(_2\)O/vapor interface can be the same as that of H\(_2\)O/vapor interface via a frequency rescaling.\(^{43}\) They fit the bonded-
OD spectrum by two negative resonance bands centered at 2400 and 2515 cm$^{-1}$. The former corresponds to 3200 cm$^{-1}$ “ice-like” band and the latter to 3400 cm$^{-1}$ “liquid-like” band in the H$_2$O case. Attribution was made as the symmetric stretch OH mode and its Fermi resonance. Later they fit the intensity spectrum in the bonded-OH region by a different set of bands (one positive band at 2320 cm$^{-1}$ and two negative bands at 2415 and 2540 cm$^{-1}$). The assignment of the two negative bands was also made in the same way as the previous case.

In short, the fitting spectra of the imaginary part of the second order susceptibility do not show any positive band in the bonded-OH region. However, Shen’s group has reported the OH stretch region of the phase-sensitive SFG-VS spectrum of H$_2$O/vapor and found that the spectrum of the imaginary part of the phase-sensitive SFG-VS consists of roughly three bands: a positive peak at around 3700 cm$^{-1}$, a negative band from ~ 3200 to 3600 cm$^{-1}$, and a positive band below 3200 cm$^{-1}$.57-59 This direct observation result is quite different from those previously reported based on the fitting approaches.

Theoretical calculations on water interfacial structures using MD simulation have been reported over years. There are two types of such simulations: (1) the orientation and geometry of a water molecule in the ensemble are simulated under a given force-field and the coupling matrix elements and normal modes are mapped to those calculated quantum chemistry methods for a given orientation and geometry. In this case, the spectral features can be correlated to the normal modes of a molecule in a certain orientation and geometry. The effects of the intermolecular interaction between the coupling matrix elements are taken into account via constructing the total polarization (or susceptibility) with an electrostatic interaction model,56 (2) a correlation function of the total dipole moment and total polarizability tensor is generated via MD simulation as a function of the trajectory and the half-Fourier transformation is used to obtain frequency domain spectra.55 The latter has been popular because of the simplicity of the computational procedure and it allows performing more applications. However, the latter approach does not use any normal modes thus it is quite difficult to correlate the spectral features to the orientation and geometry of a molecule in the ensemble.

With MD simulation approach, strikingly a positive or negative sign of the bands appearing in the resulting spectra depends quite heavily on the type of the force-field used. There seem to be two different mechanisms for the positive band below 3200 cm$^{-1}$. All MD based simulations calculate the total dipole moment and the total perishability tensor that involve the contribution from all the molecules in the ensemble. Thus when the correlation function is constructed, self-correlation (site correlation) term and interference term appear. The interference term is attributed to the positive band55,56 while without mentioning these two terms, the different group uses many-body force-field to show a positive band below 3200 cm$^{-1}$.60

Quite recently, quantum MD simulation has been performed on SFG-VS spectra of water/vapor surface,61 which calculates a potential energy surface quantum mechanically using on-the-fly algorithms. Thus this approach essentially takes into account the many-body effect. Interestingly, only the site-correlation term can produce a positive band below 3200 cm$^{-1}$. However, due to a time-correlation approach, quantum MD simulation also cannot provide a correlation between the orientation and geometry of the molecule and the spectral features. Understanding of the water/vapor interfacial structure should remain as challenging as to the theorists. It is also important to discuss how the spectrum relates to the interfacial water species.

We would like to treat this problem with a quantum chemical approach based on DAA, DDA, and DDAA configurations. By randomizing orientations and distances of the surrounding three or four molecules, the explicit, averaged dipole and polarizability derivatives of the center water molecule at each configuration could be calculated. The overall simulated SFG spectrum could reproduce detailed features quite well, and the arrangement of report is in the process.62

**B. Applications to Dye-Sensitized Solar Cells**

SFG has also been used to elucidate dye-TiO$_2$ structure of dye-sensitized solar cells (DSSCs) at the interface.63-69 Combined both the dye-adsorption geometry information from SFG spectroscopy and the electron transfer dynamics information from ultrafast transient absorption spectroscopy, experimental scientists are able to obtain the detailed information of the correlation between the sensitizer adsorption geometry, electron injection/recombination dynamics, and solar cell performance. For example, to determine whether the electron transfer rates are strongly dependent on spacer and sensitization conditions at molecular level, Ye and coworkers69 have first applied SFG to the study of the adsorption geometries of the Zn-porphyrin (ZnP) derivatives on the TiO$_2$ surface and found that the electron transfer between ZnP and TiO$_2$ occurs “through-
space” rather than “through the molecular spacer” and the sensitization solvent may affect adsorption geometry and adsorption ordering through co-adsorption and modify the electron transfer dynamics and consequently solar cell efficiency.

C. Applications to Biosciences

Since 1996, Vogel demonstrated that the applications of optical harmonic generation and infrared-visible sum frequency generation (SFG) in the biosciences could yield surface specific information concerning, such as molecular adsorption and orientation, surface charges, interfacial hydrogen bond networks, surface chirality, and membrane potentials under in situ conditions and with high surface sensitivity.76 SFG studies on biological interfaces have grown tremendously in recent years.71-92 For example, using this technique with the combination of the C-H and C=O stretching signals, Chen’s group have successfully determined the interfacial structures of membrane-bounded peptides and proteins such as magainin 2, melittin, alamethicin, and G-protein.75-80 Yan’s group have characterized the secondary structures of α-helix, β-sheet, and random-coil at interfaces.81,82 with 3300 cm⁻¹ N-H stretching signal in the SFG spectra, Ye and coworkers have used SFG to study the interfacial protein and peptide absorption.85-91 With the advantage of in situ detection, SFG can be used to characterize low concentrations of different biomolecules such as lipids, peptides and proteins at various interfaces.93,94

SFG has been developed as a unique tool to study protein adsorption, which is an important process that occurs on biomedical device surfaces and to investigate effects of protein solution pH and protein interfacial coverage on protein interfacial structures.95-98 Chen and coworkers have also applied SFG to study isotope labeled proteins for their adsorption for the first time.99 Accompanied by the developing of the polarization mapping, SFG has also been used to study adsorption behavior of peptides, serving as a model for complicated interfacial proteins and polymers.86,87,89,100,101 SFG has been proven to be powerful in monitoring the interaction of biomolecules and other small molecules with lipid membranes in situ.76-78,80,81,93,94,102-106 For example, SFG has been applied to investigate the molecular behavior of a novel membrane-active antimicrobial arylamide oligomer 1,102 and peptides such as melittin,76 alamethicin,77 pexiganan (MSI-78),95 cell penetrating peptide,94 magainin 2,103 MSI594,104 tachyplesin I,105 and amyloid polypeptide81,106 in model cell membranes. Recent studies on the peptide alamethicin indicated that when an α-helix connects to a 3₁₀-helix, the 3₁₀-helix itself and that connecting to an α-helix may contribute two peaks centered at 1635 cm⁻¹ and 1670 cm⁻¹.78,80 It is also possible to use SFG to analyze the interaction of large molecules such as proteins with lipids.77 DNA has also been extensively studied by using SFG. These studies have shown that SFG can provide important structural information of DNA strands at different biological surfaces or interfaces in situ.107-113 Wurpel et al. investigated the DNA interaction with different lipids including 1,2-dipalmitoyl-3-trimethylammonium propane (DPTAP), diC14-amidine and a zwitterionic lipid 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) in the presence and absence of calcium ion.108 Asanuma and coworkers recently investigated the impact of monovalent and divalent metal cations on 20-mer single-stranded DNA (ssDNA) and double-stranded DNA (dsDNA) covalently bound to silicon (111) surface using SFG.109 Howell et al. chemically immobilized ssDNA on gold substrate via the thiol groups and studied the air–solid, phosphate buffer saline solution (PBS)–solid, and D₂O–solid interfaces.110 Other SFG studies of DNA,111,112 including on platinum substrates have also been reported.113

Furthermore, recently time dependent SFG has been applied to study molecular kinetics and dynamics on various biomolecules such as peptides and lipids at interfaces. For example, SFG was applied in in situ studies of peptide and protein immobilization on surfaces,114-116 protein adsorption such as fibrinogen to different polymers,117-119 and to monitor the kinetics of flip-flop process.118-123 The kinetic studies of flip-flop showed that lipid flip-flop can be affected by chemical structural modifications of lipids119 and transmembrane peptides such as gramicidin A,120 WALP23 and melittin,121 membrane lateral pressure,122 as well as cholesterol.123 SFG has also been used to study the time-dependent interactions between peptide and a DPPG bilayer such as melittin124 and tachyplesin I.125 These researches show time-dependent SFG is an ideal technique to study many biological interactions involving peptides/proteins and membrane lipid bilayers.

In concluding this paper, we can see that in view of the recent tremendous experimental activities of SFG, quantum chemical calculations of SFG spectra to analyze the experimental SFG spectra are badly needed. Finally, we shall discuss whether it is possible to use SFG as a surface-sensitive technique like SERS (surface-enhanced Raman Scattering). In SERS, it is believed to exist two enhancements, physical one which is due to the electric field.
enhancement resulting from the geometry of the nano-particle causing the enhancement of the Raman scattering, and chemical one which is due to the creation of charge-transfer bands resulting from the interaction between surface-plasmon and excited electronic states of adsorbed molecules. These charge-transfer bands transform the original Raman spectra into the resonance Raman spectra (see Fig. 18). The similar situation exists for the surface-enhanced SFG. This can be seen from Figs. 2 and 5.
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