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Abstract - In this paper, we present an implementable distributed state estimator and distributed bad data detection and identification schemes for electric power systems. The system under consideration is partitioned into $k$ areas, each of which is governed by a local control center that has at least one computer system. These decentralized computer systems are linked by a communication network. The distributed state estimator and distributed bad data processing schemes are designed to be carried out in this computer network. The proposed distributed state estimator possesses the following properties, which ensure its implementability: 1) it uses only the computers available in the decentralized local control centers, 2) it is executed in a small-scale computer communication network, 3) it can converge even if errors occasionally occur in the communication links, and 4) the decentralized computers need not be synchronous. Furthermore, our distributed bad data processing schemes can process the bad data in each area independently using the corresponding local computer system.

I. Introduction

To render the burden of massive data processing and computations in the control center of large power system and to improve the efficiency of control and management, distributed processing is a trend. In recent years, distributed processing systems have become more practical to implement because advances in computer technology and the drastic reduction in the cost of computers have made sophisticated computer communication environments and computers available at lower cost. However, before advanced computer network technology can be employed in power system control and management, methods that are suitable for distributed processing need to be developed. In this paper, we focus on state estimation, a fundamental problem in the control and management of power systems, and present an implementable distributed state estimator and distributed bad data detection and identification schemes. The concept of distributed state estimation was proposed by Lin in [1]. In that work, a distributed state estimator based on the RQPD method was considered. However, that distributed state estimator is hard to implement from a practical viewpoint, because 1) a data communication network that is topologically the same and physically in parallel with the power network is needed, 2) the data communication network should have no communication error, 3) too many processors are needed, since each node in the data communication network needs a processor, e.g., the number of processors equals the number of buses, and 4) a local synchronization scheme in each processor is needed to govern the synchronization of the iterative RQPD method. To circumvent those four restrictions on the data communication network, this paper uses a different approach. First of all, we assume that the power system is partitioned into several areas and that each area has a local control center to govern that area's operations.

II. Background of the Computer Network and Measurement Requirements

The power system under consideration is partitioned into $k$ areas, and each area is governed by a local control center. The measurement data in each area will be collected in each individual local control center. Two areas are called adjacent areas if they are connected to each other by tie lines. Fig. 1 shows such a structure. We assume that each local control center has at least one computer system for data acquisition, data processing, and computation. The computer systems of adjacent areas are connected by communication links, so these decentralized computer systems form a computer network. Fig. 2 shows a computer network corresponding to the system shown in Fig. 1, where each black square denotes a computer system.

This assumption is reasonable because for large system decentralized control seems to be a promising approach. We further assume that the computer systems in the local control centers of adjacent areas are connected by communication links and thus form a small-scale computer network. Then, we present in this paper a distributed state estimator based on the partially asynchronous block Jacobi method, which will operate on the small-scale computer network. In contrast to the four drawbacks of the distributed state estimator based on the RQPD method, the distributed state estimator proposed here possesses the following properties, which ensure its implementability: 1) it uses only the computers available in the decentralized local control centers, 2) it is executed in a small-scale computer communication network, 3) it can converge even if errors occasionally occur in the communication links, and 4) the decentralized computers need not be synchronous. Furthermore, we will also present distributed bad data detection and identification schemes for use with the distributed state estimator; these schemes are based on a reduced model method proposed by Korres and Contaxis [2].
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identification, the placement of the measurement meters in the
boundary bus in area 1 connected to an injection-measured
generating directed radial tree as follows. All the nodes in tier 2 are
boundary bus. The system should meet the following requirements.

The injection-measured boundary buses of an area or the flow-
measured tie lines must be critical measurements. We call these
critical measurements boundary critical measurements. More de-
tails on this type of measurement setup will be presented in the
section below on bad data detection and identification. Here we
will simply note that the measurement setup of the test ex-
amples presented in [2] meets the two requirements above.

To account for the effect of the swing bus in the distributed
state estimation, we use a distributed tier propagation method,
which will be presented later, based on a tier structure. The
structure for the areas of the computer network is formed by first designating the area containing the
swing bus to be area 1, and naming that area tier 1. Thus, tier 1
contains only one area. We then set \( j = 1 \) and label all the areas
in tier \( j + 1 \) as the yet unlabelled areas that have external
reference boundary buses in the areas of tier \( j \). We repeat this
labelling process until all areas are labelled. Let \( T \) denote the
number of tiers formed, and let \( j_n \) denote the total number
of tiers.

In the computer network, we need to assign one computer sys-
tem to initiate the process of state estimation and to collect and
broadcast simple status and command signals from and to all
other computer systems. Accordingly, communication paths are
needed, and we will also designate these communication paths
based on the tier structure described above. Viewing the de-
centralized computer systems as nodes in the computer network,
we designate the node corresponding to area 1 to be the root
node. Then, based on the tier structure, we may form an out-
going directed radial tree as follows. All the nodes in tier 2 are
directly connected to the root node by a single communication link.
Thus, all these communication links will be set up as tree branches with an outward direction. We then set \( j = 2 \), let the
set of nodes in tier \( j + 1 \) be denoted by \( N^{j+1} \), and let the set
\( N_{1}^{j+1} = N_{1}^{j+1} \). Starting from the first node of tier \( j \), we assign
the communication links that connect the first node of tier \( j \) to

Let the boundary bus with real and reactive power injection measured an injection measured
boundary bus. Let the tie-lines with power flow measurements be called flow-measured tie-lines. Then, a boundary bus of area
1 connected to some adjacent area, say area \( j \), at an injection-measured boundary bus or a boundary bus \( j \) through a flow-measured tie-line is called an external reference boundary bus of area \( j \). For example, in Fig. 1, the external reference
boundary bus in area 1 connected to an injection-measured boundary bus in area 2 is an external reference boundary bus of
area 2.

Then, for the purpose of distributed bad data detection and
identification, the placement of the measurement meters in the
system should meet the following requirements.

1. Each of the \( k \) areas is a maximal noncritical area as defined in [2] and is also an observable subnetwork as defined in [3].
2. Each area must contain at least one external reference boundary bus.

A property that follows directly from requirement 1 is that
the injection-measured boundary buses of an area or the flow-
measured tie lines must be critical measurements. We call these
critical measurements boundary critical measurements. More de-
tails on this type of measurement setup will be presented in the
section below on bad data detection and identification. Here we
will simply note that the measurement setup of the test examples
presented in [2] meets the two requirements above.

To account for the effect of the swing bus in the distributed
state estimation, we use a distributed tier propagation method,
which will be presented later, based on a tier structure. The
tier-structure for the areas of the computer system (or the computer
network) is formed by first designating the area containing the
swing bus to be area 1, and naming that area tier 1. Thus, tier 1
contains only one area. We then set \( j = 1 \) and label all the areas
in tier \( j + 1 \) as the yet unlabelled areas that have external
reference boundary buses in the areas of tier \( j \). We repeat this
labelling process until all areas are labelled. Let \( T \) denote the
number of tiers formed, and let \( j_n \) denote the total number
of areas in tier \( j \). Fig. 3 shows an example of the tier-structure
for the power system shown in Fig. 1.

In the computer network, we need to assign one computer sys-
tem to initiate the process of state estimation and to collect and
broadcast simple status and command signals from and to all
other computer systems. Accordingly, communication paths are
needed, and we will also designate these communication paths
based on the tier structure described above. Viewing the de-
centralized computer systems as nodes in the computer network,
we designate the node corresponding to area 1 to be the root
node. Then, based on the tier structure, we may form an out-
going directed radial tree as follows. All the nodes in tier 2 are
directly connected to the root node by a single communication link.
Thus, all these communication links will be set up as tree branches with an outward direction. We then set \( j = 2 \), let the
set of nodes in tier \( j + 1 \) be denoted by \( N^{j+1} \), and let the set
\( N_{1}^{j+1} = N_{1}^{j+1} \). Starting from the first node of tier \( j \), we assign
the communication links that connect the first node of tier \( j \) to

Fig. 2. Example of a computer network for the system shown
in Fig. 1.

Fig. 3. Example of the tier-structure for the system shown
in Fig. 1.

nodes in \( N_{1}^{j+1} \) as tree branches with an outward direction and
update \( N_{1}^{j+1} \) by deleting the nodes connected to the first node
of tier \( j \). We repeat this process from the second node until the
last node of tier \( j \) and from the second tier to \( (T - 1) \)th tier, so
that an outgoing directed radial tree is eventually formed. Fig. 4 shows such an outgoing directed radial tree for the computer
network shown in Fig. 2. Thus, we let the root node be re-
sponsible for initiating the state estimation and collecting and
broadcasting all the necessary signals. All other nodes will com-
municate with the root node through a backward direction in the
radial tree. Furthermore, we define a node \( i \) in the radial tree as a predecessor of node \( j \) if there exists a directed tree branch
from node \( i \) to node \( j \). Consequently, node \( j \) will be a follower
of node \( i \) if node \( i \) is a predecessor of node \( j \). For example, in
Fig. 5, node 2 is the predecessor of nodes 3 and 4, and nodes 3
and 4 are followers of node 2. Any node that has no followers is
called a leaf node.

III. Statement of the Distributed
State Estimation Problem

For the \( i \)th area \((i = 1, 2, \ldots, k)\), let us adopt the following
notation:

\( N_i \): the number of buses
\( \mathbf{z} \): the local measurement vector, which may include the tie-
line flow measurements measured from the end bus in the \( i \)th
area
\( \mathbf{x} \): the local state vector, composed of \( N \), voltage magnitudes
and \( N \), phase angles
x_i, the state vector of the external reference boundary buses of area i
h_i: the nonlinear measurement vector function corresponding to z_i
\eta_i: the Gaussian random measurement error vector corresponding to z_i
R_i: the diagonal covariance matrix of the measurement error vector

The measurements in each area i can be expressed as
\[ z_i = h_i(x_i, x_{i,ref}) + \eta_i. \]  

Let the state vector, measurement vector, nonlinear measurement vector function, the measurement error vector and the corresponding covariance matrix of the whole system be denoted by x, z, h, \eta, and R, respectively. Then \[ x = (x_1, x_2, \ldots, x_N), \quad z = \left[ \begin{array}{c} z_1 \\ \vdots \\ z_N \end{array} \right], \quad h = \left[ \begin{array}{c} h_1 \\ \vdots \\ h_N \end{array} \right], \quad \eta = \left[ \begin{array}{c} \eta_1 \\ \vdots \\ \eta_N \end{array} \right] \text{ and } R = \left[ \begin{array}{ccc} R_1 & 0 & \cdots \\ 0 & R_2 & \cdots \\ \vdots & \vdots & \ddots \end{array} \right]. \]

Furthermore, \( N = N_1 + N_2 + \cdots + N_k \)
\( N_k \) denotes the total number of buses of the system. Based on (1), the measurements of the whole system can be expressed by
\[ z = h(x) + \eta. \]  

Then, the problem of our distributed state estimation is to use the computer network associated with the measurement data collected in each local control center to solve the following weighted least square (WLS) problem in a distributed way:
\[ \min \| h(x) - h(x_i) \|_R^2 \]  

where the phase angle of the swing bus will be kept fixed as a reference.

IV. The Distributed State Estimator Based on the Partially Asynchronous Block Jacobi Method

From the definitions of x, h, and \eta and the form of (1), the measurement equation (2) can be rewritten as
\[ \begin{bmatrix} z_1 \\ \vdots \\ z_N \end{bmatrix} = \begin{bmatrix} h_1(x_1, x_{i,ref}) \\ \vdots \\ h_N(x_N, x_{i,ref}) \end{bmatrix} + \begin{bmatrix} \eta_1 \\ \vdots \\ \eta_N \end{bmatrix}. \]  

and the WLS problem can be rewritten as
\[ \min J(x) = \sum_{i=1}^{N} \| z_i - h_i(x_i, x_{i,ref}) \|_R^{-1} \]  

Obviously, a distributed computation performed in the computer network environment should be different from a computation carried out in a central computer. First of all, in the centralized computation, the reference effect of the phase angle of the swing bus will affect the states of all other buses during the progress of the computing process. However, in the distributed computation, since the swing bus lies only in area 1, then initially, other areas cannot utilize the effect of the reference phase angle of the swing bus without certain initial value processing procedures. To overcome this drawback of a distributed computation environment, we use a distributed tier propagation method to deliver the reference effect of the reference phase angle of the swing bus to all other areas \( i = 2, \ldots, k \).

4.1 The Initial value processing procedures

The distributed tier propagation method, which contains the distributed forward calculation and backward notification procedures, is based on the tier structure as described below. Without loss of generality, we will order the sequence of the indices of the areas according to the tier structure as \( 1(=1), 2, 3, \ldots, 1_t, \ldots, T_a(=k) \). Note that area 1 is the only area in tier 1 that contains the swing bus.

Distributed forward tier propagation for calculating initial values of the states:

The procedures will be described in two steps.

(1) Once the root node initiates the process of state estimation, the computer system of area 1 will perform the following.

Let \( z_{i,ref} \) denote the state vector of the external reference boundary buses of area i, but exclude the boundary critical measurements, and let \( h_{i,ref} \) and \( \eta_{i,ref} \) denote the nonlinear measurement vector function and measurement error vector corresponding to \( z_{i,ref} \), respectively. Since each area is an observable subnetwork by requirement 1 of the measurement setup, we will solve the following isolated area state estimation problem:
\[ \min [z_{i,ref} - h_i(x_i, x_{i,ref})] \]  
in the computer system of area 1, where \( R_{i,ref} \) is the covariance matrix of \( z_{i,ref} \). Then, the computer system of area 1 will send the values of the states of the external reference boundary buses to the adjacent areas in tier 2.

(2) Once the computer system in area i of tier j (\( j > 1 \)) receives the values of the state vector \( x_{i,ref}^j \) of all the external reference boundary buses from the adjacent areas in tier \( j-1 \), it will perform the following. Let \( z_i \) denote \( z_{i,ref} \) but exclude all the boundary critical measurements except for those which are involved with the received states of the external reference boundary buses in the areas of tier \( j-1 \). If these included boundary critical measurements are involved also with the external reference boundary buses in the areas of the same tier \( j \), we denote the states of the external reference boundary buses as \( x_{i,ref}^j \). Let \( h_i \) and \( \eta_i \) denote the nonlinear measurement vector function and measurement error vector corresponding to \( z_i \), respectively. We will solve the following isolated area state estimation problem:
\[ \min [z_i - h_i(x_i, x_{i,ref}^j)] \]  
in the computer system of area i, where \( R_i \) is the covariance matrix of \( z_i \). Then, the computer system of area i will send the values of the states of the external reference boundary buses to the adjacent areas in tier j.

Stopping criteria for initial value processing: Let \( z_{i,ref}^j \) denote the completion of the initial value calculation of the ith area. \( z_{i,ref}^j = (0) \) represents completion (incomplete). The following describes an accumulated way to inform the root node the completion of the initial value processing. Once any ith individual computer system in tier \( i \) completes the calculation of initial values, it will send a flag \( f_i = 1 \) to its predecessor in the radial tree. For any node \( j \) in the radial tree, let \( j_1, \ldots, j_f \) denote all the followers of node \( j \). If node \( j \) receives the flag \( f_i = 1 \), \( i = j_1, \ldots, j_f \) from all its followers, then it will send a flag \( f_j = 1 \) to its predecessor.

4.2 The distributed state estimation based on the partially asynchronous block Jacobi method

First of all, we shall describe the block Jacobi method for the WLS problem.

4.2.1 The block Jacobi method. Let
\[ C_i(x_i) = H_i(x_i)^T R_i^{-1} H_i(x_i), \]  
where \( H_i(x_i) = \frac{\partial h_i(x_i)}{\partial x_i} \). Then the block Jacobi method for solving (5) uses the following iterations:
\[ x(t+1) = x(t) + \gamma \Delta x(t) \]  
where \( \gamma \) is a positive stepsize, \( t \) denotes the iteration index, and \( \Delta x(t) \) is the solution of
\[ \dot{C}(x(t)) \Delta x(t) = -\nabla J(x(t)), \]  
and
\[ \dot{C}(x(t)) = \begin{bmatrix} C_1(x_1(t)) & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & C_l(x_l(t)) & 0 \end{bmatrix}. \]
\(\nabla J(x) = (z - h(x))R^{-1}f(x)\), and \(H(x) = \frac{\partial^2 c}{\partial x \partial x^T}\). If we consider the whole system as an area, then the above block Jacobi method is the Newton-like method. Since \(\Delta x = (\Delta x_1, \Delta x_2, \ldots, \Delta x_k)\), \(\nabla J(x) = (\nabla J_1(x), \cdots, \nabla J_k(x))\), where \(\nabla J_i(x) = (x_i - h_i(x_i, x_j))R_i^{-1}H_i(x_i)\), then from the structure of \(C(x(t))\), we see that (7) can be decomposed into \(k\) independent sets of linear equations as shown below:

\[C(x_i(t))\Delta x_i(t) = -\nabla J_i(x_i(t)), i = 1, 2, \ldots, k.\]

Note that \(C(x_i(t))\) and \(\nabla J_i(x_i(t))\) are functions of \(x_i(t)\) and \(x_i(t)\). Therefore, if each local computer system receives the updated values of \(x_i(t)\) through the communication links from the adjacent computer systems, it can perform (8) and update

\[x_i(t+1) = x_i(t) + \gamma A\Delta x_i(t).\]  

\[4.2.5\] The partially asynchronous algorithmic model for distributed state estimation. The execution of (8) and (9) for all \(i = 1, \ldots, k\) in a centralized computer is carried out in a synchronous mode. However, in a distributed computing environment, it is difficult to execute an iterative method using decentralized computer systems and still maintain synchronization. Thus, if it is to be implemented in a distributed computing environment, it is almost unavoidable that the iterative method will be carried out somewhat asynchronously. However, in this case, a totally asynchronous mode is not required by contemporary sophisticated computer network technologies; rather, a partially asynchronous mode more adequately reflects the communication capability of computer networks. To precisely describe the asynchronism between the decentralized computer systems, we should consider the iteration index \(t\) in the previous subsection as a true time. Thus, \(t + 1\) represents one true time unit ahead of \(t\) but not the next iteration count as shown in (9). Note that the true time unit considered here is not a second or a minute; its value depends on the processing speed of computer, the communication rate of the communication links, and the size (number of buses) of the local area. The timing for the \(i\)th computer system to carry out the calculation of (8) can be asynchronously with other computer systems. Moreover, different frequencies of computing (8) can occur in different computer systems due to the different size of areas. Therefore, let \(T^i\) denote the set of times at which the local state vector is updated. Then, (9) under the partially asynchronous model becomes \(x_i(t+1) = x_i(t)\) if \(t \notin T^i\), and \(x_i(t+1) = x_i(t) + \gamma A\Delta x_i(t)\) if \(t \in T^i\). Moreover, because the value of \(x_i\) stored in the memory of the \(i\)th computer system was sent from adjacent computer systems, \(x_i\) used in the \(i\)th computer system for solving (8) may not be the current \(x_i\) due to a delay in or loss of communication between computer systems. Let \(x_{i,\gamma}(t)\) denote the state of the \(i\)th computer at \(t\), the state of the external reference boundary bus \(e_j\), at time \(t\). Then \(x_{i,\gamma}(t)\) denotes the value of \(x_{i,\gamma}\) stored in the \(i\)th computer used in solving (8), where \(x_i(t) \leq t\). Then, the partially asynchronous algorithmic model is based on an asynchronous measure \(B\), which is a positive time unit, and makes the following partially asynchronous assumptions:

(a) For every \(i\)th computer system and every \(t \geq 0\), at least one of the elements of the set \([t, t+1, \ldots, t+B-1]\) belongs to \(T^i\).

(b) For all \(i\) and \(e_j\), and all \(t \geq 0\) belonging to \(T^i\),

\[t - B < x_{i,\gamma}(t) \leq t.\]

These assumptions imply that (a) each computer system performs an update at least once during any time interval of length \(B\), and (b) the external information used by any computer is outdated by at most \(B\) time units.

\[4.2.3\] The partially asynchronous distributed state estimator. It may happen that the \(i\)th computer system receives the updated value of \(x_i\) while solving (8). For such a case, we will not change the value of \(x_i\) during computation of the next iteration. However, to avoid confusion, we will use two sets of memory locations to store the value of \(x_i\). One set of memory locations is called the updating memory, which stores the updated value of \(x_i\) received from adjacent computer systems. The other set of memory locations is called the executing memory, which will fetch the value of \(x_i\) from the updating memory when the computer starts solving (8). The stored value in the executing memory is kept unchanged before the computer finishes solving (8). Then, based on the above partially asynchronous assumptions, we see that each computer system can perform its designated computation without considering the situation of the other computer systems. Thus, the partially asynchronous block Jacobi method based distributed state estimator can be stated as follows:

Each local computer system continues performing the following three steps after the initial values of \(x_i\) are calculated.

Step 1: Solve (8) to obtain \(\Delta x_i(t)\) based on the current value of \(x_i(t)\) and the value of \(x_j\) in the executing memory, which consists of \(x_{j,\gamma}(t)\).

Step 2: Once Step 1 is completed, update \(x_i(t)\) by \(x_i(t) + \gamma \Delta x_i(t)\) and send the values of the states of the external reference boundary buses \(e_j\) to the corresponding computer system through the communication links.

Step 3: If |\(\Delta x_i(t)\)| (the largest magnitude of the components in \(\Delta x_i(t)\) < \(\varepsilon\) (a preselected accuracy), set a flag \(\nu_i = 1\). If node \(i\) is a leaf node, set \(\nu_i = 0\). If node \(i\) is a leaf node, determine \(T_i^e = T_1 \cap T_2 \cap \cdots \cap T_r\), where \(T_1, T_2, \ldots, T_r\) are the indices of the valid nodes of node \(i\). Then, if the value \(\nu_i = 1\), this value will be sent to the predecessor of node \(i\).

Stopping criteria: If \(T_{v,\gamma} = T^i\), the root node, then the distributed state estimation based on the partially asynchronous block Jacobi method is completed. Consequently, the root node will broadcast to all other nodes a command to begin the process of distributed bad data detection and identification along the directed radial tree.

\[4.2.4\] Discussion concerning the convergence of the partially asynchronous block Jacobi method based distributed state estimation and the stepsize \(\gamma\). The general version of the partially asynchronous block Jacobi method has been applied to solve numerical problems using parallel processors. A theorem of convergence for the general version of this method has been shown in [4]. A version for our case is stated in the Appendix.

The main concern of this theorem is to determine a range \((0, \gamma_0)\) and show that if the updating stepsize \(\gamma\) belongs to \((0, \gamma_0)\), then the partially asynchronous block Jacobi method based distributed state estimator will converge. As can be seen from the formula for determining the value of \(\gamma_0\) given in the Remarks concerning the theorem in the Appendix, the value of \(\gamma_0\) is inversely proportional to the asynchronous measure \(B\) and the product of \(B\) and the size of the system, \(N(V = 2N - 1)\). This is reasonable because (1) if the degree of asynchronism is larger, i.e., a larger \(B\), the convergence is more difficult, the stepsize should be smaller; (2) if the asynchronism is present, the convergence is more difficult for larger system, hence the stepsize should be smaller. However, the actual value of \(B\) can be obtained only from testing the actual computer network and related power system, and this value may vary for the different computer networks. This implies that the value \(\gamma_0\) will vary for different computer networks and related power systems due to different values of \(B\) and different size of the power systems. Therefore, we may not have a typical value for \(\gamma_0\). However, \(\gamma\) can be any value between 0 and \(\gamma_0\). Larger \(\gamma\) makes the distributed state estimation converge fast but unsafe if the value \(\gamma_0\) is overestimated. Smaller \(\gamma\) makes the distributed state estimation converge slow but safe. Thus, the stepsize \(\gamma\) is best determined based on numerous simulations on the actual computer network and related power system. Anyhow, the theorem of convergence ensures the existence of the stepsize \(\gamma\).

\[4.2.5\] Some features of the partially asynchronous block Jacobi method based distributed state estimation. Based on the partially asynchronous assumptions and the above convergence theorem, this partially asynchronous block Jacobi method based distributed state estimator clearly has the following features: (i) each local computer system performs its computations independent of the other local computer systems, (ii) even if communi-
cation errors occur in the communication links between adjacent computer systems, as long as such errors happen only occasion-
ally, they will not affect the convergence of the method, (iii) various communication delays in different communication links and different frequencies of computations in different computer systems are tolerable, and (iv) during the solution process, if topological changes occur in certain area and the local control center of this area is informed of these changes and update the data base, then without stopping the ongoing solution process of all areas, the final converged solution is in accordance with the most updated topology.

The above four features make the proposed distributed state estimator implementable.

Remark 4.1: About the fourth feature, when the computer of an area correct its data base on account of the topological changes, the values of the states in the ongoing solution process can be viewed as initial values of the states for the system with the updated topology. Thus, there is no need to inform other areas about this topological change. Furthermore, it can be observed that our block Jacobi method based distributed state estimator only need to know the boundary connections to adjacent areas but not the complete topology of the other areas.

V. Bad Data Detection and Identification

In some cases, the measurement data may be contaminated, thereby making the estimated state invalid. Therefore, to detect and identify all the possible bad data, eliminate them and then re-estimate the states from a necessary procedure to obtain a reliable set of estimated states. There are several good methods available [6]-[8] for implementing bad data detection and identification schemes in a central computer. However, for a distributed computing environment, we should use distributed bad data de-
tection and identification schemes. The method we employ here is based on the reduced model method proposed by Korres and Contaxis [2].

5.1 Preliminaries

A measurement is called critical if its suppression from the measurement set makes the system unobservable. The connected portion of the subnetwork consisting of branches incident to non-
critical measurements is called the maximal non-critical area [2]. Klemens, et al., have developed in [9] a topological algorithm to determine the region of measurement error residual spread. Korres and Contaxis have shown in [2] that the error residual spread area equals the maximal non-critical area. Thus, the measure-
ment errors on non-critical measurements of different maximal non-critical areas do not contaminate each other. This implies that bad data processing for disjoint maximal non-critical areas can be carried out independently. Furthermore, Krompholz, et al., have shown in [5] that the criticality of measurements depends essentially on the type and location of the measurements. Therefore, if we place the measurement meters properly, so that each of the k areas is a maximal non-critical area, then each local computer system can process the bad data of the corres-
ponding area independently. From the topological algorithm proposed by Klemens, et al., in [8], we see that if we set up the measurements so that (i) each area is an observable subnetwork consisting of at least one redundant measurement in the topologi-
cal sense [5], (ii) there are no flow measurements on all tie-lines, (iii) each area has at least one injection-measured boundary bus and at least one external reference boundary bus, and (iv) for any injection-measured boundary bus, there are no power in-
jection measurements on the corresponding external reference boundary buses. Then, each area will essentially be a maximal non-critical area. Furthermore, the above setup meets the two requirements posed in Section II. However, it is important to double check the above measurement setup to ensure that the injection measurements on injection-measured boundary buses are really numerically critical for a case. Then, under this measure-
ment setup, we can perform distributed bad data processing in the computer network.

5.2. Bad data detection and identification of each area

In each maximal non-critical area, let \( \tilde{x}_i \) be the estimated states for area \( i \) determined previously. Korres and Contaxis showed in [2] that the performance index of area \( i \), \( J_i(\tilde{x}_i) \), has a chi-square distribution with \( d_i \) degrees of freedom, where \( d_i = m_i - N_i + \dim(\mathcal{N}(H_i)), m_i \) is the number of measurements of area \( i \), and \( \mathcal{N}(H_i) \) is the null space of \( H_i \). We will perform bad data detection based on a statistical hypothesis by testing the value of \( J_i(\tilde{x}_i) \) and the value of the normalized residue, that is,

\[
J_i(\tilde{x}_i) < a_i, \quad r_{ij}^w < \beta_{ij},
\]

where \( r_{ij}^w \) is the normalized residue of the \( j \)th bus in area \( i \), \( a_i \) is the objective function detection threshold for area \( i \), and \( \beta_{ij} \) is the normalized residue detection threshold for the \( j \)th bus in area \( i \). Then, bad data are assumed to be present if any one of the above two tests fails. Once the existence of bad data is detected in an area, we will employ an existing bad data iden-
tification method, such as the method based on measurement compensation and linear residual calculation presented in [9], to identify either single or multiple bad data in that area.

5.3. The distributed bad data detection and identification schemes

The distributed bad data detection and identification schemes discussed in the preceding subsections can be stated as follows: Each local computer system will perform the following operations once it receives from the root node the command to detect bad data.

Step 1: Calculate the value \( J_i(\tilde{x}_i) \), the degrees of freedom \( d_i \), and the normalized residue \( r_{ij}^w \) for all buses in area \( i \). Then test the value of \( J_i(\tilde{x}_i) \) and \( r_{ij}^w \) based on (10) and (11) with a properly selected \( a_i \) and \( \beta_{ij} \) to determine whether bad data are present.

Step 2: If bad data are detected in Step 1, then use the method based on measurement compensation and linear residual calcu-
lation to identify the bad data and eliminate them.

Step 3: Set flag \( b_i = 1 \) if area \( i \) has bad data; otherwise, set \( b_i = 0 \). Then, if node \( i \) is a leaf node, set \( b_i = b_{i+1} \); otherwise, perform \( b_i = b_i \land b_{i+1} \land \cdots \land b_n \), where the values of the \( b_i \)'s from all the followers of node \( i \) are received, where \( b_1, b_2, \ldots, b_n \) are the indices of the followers of node \( i \). Once the value of \( b_n \) is determined, it will be sent to the predecessor.

Criteria for terminating distributed state estimation or restarting another cycle of the distributed state estimation: If the logical value \( b_n \) corresponding to the root node is \( b_n = 0 \), then the root node will broadcast a signal to all other nodes to inform them that the state estimation is complete; otherwise, the root node will broadcast a signal to all other nodes to inform them that the whole process of distributed state estimation needs to be repeated using the new sets of measurement data.

VI. Test Results

The communication and broadcast of command and status signals between computer systems requires computer protocols. From the viewpoint of computer network technologies, the design of such simple protocols is not difficult; however, it is be-
yond the scope of this paper. Therefore, we will not use an actual computer network to simulate the proposed distributed state estimator. For this reason, in this section, we will refer to the partially asynchronous block Jacobi method as the distributed block Jacobi method most of the time. We simu-
lated the numerical behavior induced by partial asynchronism and communication errors between decentralized computer sys-
tems in a sequential computer. We tested the distributed state estimator on the IEEE 30-bus and the IEEE 118-bus systems using a Sun 4/50 workstation. Due to the length of this paper, we will present four test cases conducted on the larger system, the IEEE 118-bus system. Before presenting each individual case, we will describe the common setup of the system.

Area Partition: The system is partitioned into eight areas, as shown in Fig. 5, where each area is enclosed by a dashed contour. For easier addressing, we denote the eight areas by A1-A8, as marked beside the contours.

Measurement Setup: The measurement setup for all the test experiments is the flow measurements of all transmission lines
Fig. 5. The IEEE 118-bus system and its partitioned 8 areas.

except for all the inter-area tie-lines, the real and reactive power injection measurements on all the non-boundary buses of each area, and the real and reactive power injection measurements on injection-measured boundary buses 19, 30, 32, 46, 49, 64, 71, 82, 100, and 102. For the sake of clarity in reading Fig. 5, we have marked the above 10 injection-measured boundary buses by dotted triangles. Thus, each area is an observable subnetwork. Furthermore, we have confirmed by testing that the above 10 real and reactive power injection measurements on the injection-measured boundary buses are numerically critical for a normal case. Hence, each area is a maximal non-critical area.

A Comment on Measurement Setup: As long as each area is a maximal non-critical area, the proposed distributed bad data detection and identification schemes presented in Section V always work. Therefore, we may also consider to include critical measurements of inter-area tie-line flows in our measurement setup; however, this will take considerable effort to explain why each area is a maximal non-critical area in the topological sense and cause confusion.

External Reference Boundary Buses: The external reference boundary buses can be observed directly from the locations of the injection-measured boundary buses in Fig. 5. Thus, the external reference boundary buses of each area are as follows: A1: {48, 54, 50, 51}, A2: {70}, A3: {47}, A4: {65}, A5: {77}, A6: {20, 34}, A7: {23, 27, 114, 26, 88}, and A8: {92, 94}.

Tier Structure: Since swing bus 69 is contained in area A1, A1 forms tier 1. According to the locations of the reference boundary buses, areas A2, A3, A4, and A5 form tier 2; and areas A6, A7, and A8 form tier 3.

Initial Guesses in the Initial Value Processing: The initial guesses of the values of all the states in the initial value processing procedures are 1.00 p.u. in voltage magnitude and 0 radians in phase angle.

The Stepsize: we set \( \gamma = 1 \) in all cases.

Test Case 1 and Results: In this case, we assumed that there are no bad data, and the measured values were obtained from a load flow solution. The sequence for solving the isolated area state estimation problem in the initial value processing procedures is based on the tier structure; the sequence started from area A1, followed by areas A2, A3, A4, and A5, and finally areas A6, A7, and A8. After the initial value processing procedures, the distributed block Jacobi method converged in one iteration for all areas, and the largest deviation of the voltage magnitude (p.u.) and the phase angle (radians) from the standard solution was less than 10^-4. Note that the effectiveness of the distributed block Jacobi method credits to the initial value processing procedures, the values of the states obtained from which are already close to the solution. The CPU time reported for our method on the Sun 4/60 workstation was 1.04 seconds. We also tested this case on the same workstation using the Newton-like method with a sparse matrix technique with initial guesses of states as 1.00 p.u.; this method took 2.03 seconds of CPU time, and the resulting largest deviation of the voltage magnitude (p.u.) and phase angle (radians) from the standard solution was also on the order of 10^-4. This result shows that our method is not only good for distributed state estimation; it may also serve as an efficient centralized state estimator. This result is reasonable because (i) the initial value processing already makes the values of all the states close to the solution even though the initial guesses of the states in the initial value processing procedure are all from 1.00 p.u., and (ii) the k isolated area state estimation problems in the initial value processing procedures and the k independent sets of linear equations in one iteration of the distributed block Jacobi method are all small-scale problems and can be solved very fast.

Remark 6.1: The purpose of citing the CPU time in this and subsequent test cases is simply for a comparison of the effectiveness of our state estimator with a standard state estimator in the sense of centralized state estimation. We have no intent to claim that our state estimator is best among all the centralized state estimators, because our emphasis is distributed state estimation. Test Case 2 and Results: We assumed that bad data appear in the case. Working from the load flow solution used in case 1, we arbitrarily set the measurement errors on the real power flow measurements of transmission lines 65 → 67, 47 → 42, 29 → 31, the reactive power flow measurements of transmission lines 2 → 1, 68 → 65, 116 → 68, 95 → 94, 108 → 109, the real
power injection measurements on the non-boundary buses 25, 90, and 2, and the reactive power injection measurements on the non-boundary buses 55 and 2. Note that some areas have multiple bad data. After the initial value processing procedures, the distributed block Jacobi method converged in 3 iterations for all areas. The CPU time reported on the Sun 4/60 workstation was 1.32 seconds. When applied to this case, the Newton-like method with a sparse matrix technique used 6.84 seconds of CPU time. This result further confirms that our method is effective in the sense of centralized state estimation. We applied the distributed bad data detection method to each individual area by both chi-square test (10) and normalized residual test (11). The values of $\alpha_i$ in (10) are determined by a false alarm probability 0.05, and the values of $\beta_i$ in (11) are set equal to $w_{ij}p_{ij}$ for all $i,j$, where $w_{ij}$ is the $j$th diagonal term of the sensitivity matrix $W_j$ of area $i$, and $p_{ij}$ is the $j$th diagonal term of $R_j$. Bad data were detected in all eight areas. Then, using the measurement compensation and linear residual calculation method, we successfully identified the presumed angle and/or multiple bad data in each area. After eliminating the bad data, we re-estimated the states using our distributed state estimator and the new set of measurements and found that the final estimated states agreed with the standard solution. These results show that our method is a complete distributed state estimator, because of its distributed bad data processing capability.

**Test Case 3 and Results:** We assumed in this case that there were bad data in the measurements, and the locations and measured values of these bad data were assumed to be the same as in case 2. We arbitrarily assumed that there were some communication errors during the execution of the distributed block Jacobi method. In between the 1st and 2nd iteration of the distributed block Jacobi method, there were communication errors in the communication links from A1 to A4 and from A2 to A7. The states involved were those of buses 65, 23, 26, 27, and 114. The false voltage magnitude and phase angle of bus 65 were 0.535 p.u. less and 0.327 radians more than the correct values, respectively. For bus 23, the false voltage magnitude and phase angle were 0.427 p.u. more and 0.631 radians less than the correct values, respectively. For bus 26, the false voltage magnitude and phase angle were 0.328 p.u. more and 0.519 radians more than the correct values, respectively. For bus 27, the false voltage magnitude and phase angle were 0.147 p.u. less and 0.732 radians less than the correct values, respectively. For bus 114, the false voltage magnitude and phase angle were 0.369 p.u. less and 0.728 radians less than the correct values, respectively.

Including this erroneous iteration, the distributed block Jacobi method converged in 4 iterations for all areas; compared to test case 2, only one extra iteration is used in this case. This is because (i) the communication errors occur only between the 1st and the 2nd iteration, and (ii) the areas A4 and A7 lie in the outermost tier. In general, if the communication errors occur between areas that lie in the tiers closer to tier 1, more iterations are needed to correct those errors.

The estimated states were almost exactly the same as those in case 2. Consequently, the results of the distributed bad data processing and the re-estimation of the states were exactly the same as that of case 2.

**VII. Conclusion**

We have presented an implementable distributed state estimator and distributed bad data processing for electric power systems. This implementable distributed state estimator provides a foundation for the future development of decentralized control for large electric power systems. To adapt to the real world system where the measurement system and areas of local control center are predefined, only slight modifications on the measurements placed on the boundaries of areas are needed; for instance, it is possible that we may just disregard some redundant measurements placed on the boundaries of areas to make each area a maximal non-critical area.

One advantage of the proposed estimator that was not foreseen at the beginning of this research is that this distributed state estimator can serve as an efficient centralized state estimator as well, as we have shown in our test results. Since each local computer system in the network can perform its own computations independently (in the sense of partial asynchronism), the processing speed of the distributed state estimator carried out by the computer network should be fast, because all the local computer systems can process in parallel asynchronously. Thus, in addition to being implementable, the proposed distributed state estimator is also a very efficient state estimator.
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Appendix

**Theorem of Convergence:** (a) Let $K_1$ be the Lipschitz constant such that $\| \nabla J(x) - \nabla J(y) \| \leq K_1 \| x - y \|$, for all $x, y \in \mathbb{R}^N$, where $N' = 2N - 1$ and $N$ is the total number of the buses of the system.

(b) Let $K_2$ be the largest number of $\| C(x(t)) \|_{2,2}$, $t = 1, \ldots, k$, that ever occurs in any time $t$. Then, if the partially asynchronous assumptions hold, there exists a positive real number $\gamma_0$ whose value depends on $N', B, K_1$, and $K_2$ such that if $0 < \gamma < \gamma_0$, then $\lim_{t \to \infty} \nabla J(x(t)) = 0$.

**Remark A.1:** The value $\gamma_0 = \frac{1}{(1+2N'B)K_2}$ has been derived in [4].

**Remark A.2:** The proof of this theorem follows directly from the general theorem in [4].
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