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A B S T R A C T

The use of radio frequency identification (RFID) technology has progressed tremendously in recent years. In the healthcare industry, the decision to adopt RFID technology is a problem requiring a multi-criteria decision analysis that involves both qualitative and quantitative factors. The evaluation of this decision may be based on imprecise information or uncertain data. Furthermore, there can be significant dependence and feedbacks between the different criteria and alternatives. However, most conventional decision models cannot capture these complex interrelationships. As a result, in this study we develop a general evaluation framework for industry evaluation, improvement and adoption of RFID. We use a hybrid Multiple Criteria Decision Making (MCDM) method known as DDANPV that combines DEMATEL (decision making trial and evaluation laboratory), DANP (DEMATEL-based ANP), and VIKOR to evaluate the factors that influence the adoption of RFID. Specifically, we study the adoption of RFID in Taiwan's healthcare industry. We find that technology integration is the most influential criterion and the strongest driver in the adoption of RFID of Taiwan's healthcare industry.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Radio frequency identification (RFID) is a communication technology that uses radio waves to exchange data. RFID has three components: (1) an antenna for transmitting and receiving signals; (2) a transponder programmed with the identification information; and (3) an RF module (reader) with a decoder or transceiver. RFID has many applications and is an increasingly valuable tool for enabling automatic identification and management. For many industries, RFID is not only a new alternative to existing tracking methods but is also a solution for a range of previously cost-prohibitive innovations in internal control and supply chain coordination [34,46].

RFID has existed for decades. This technology was originally used to identify and track flying aircrafts during the Second World War. Until recently, RFID was deemed to be too expensive and limited in functionality for many commercial applications. As the prices of RFID equipment and RFID tags have dropped in recent years, RFID applications have become increasingly prevalent. Cost is no longer a barrier. However, RFID has not been extensively adopted by the healthcare industry. The relatively conservative attitudes of healthcare providers have prevented hospitals from using the latest information technologies. Furthermore, technology adoption often depends on a critical mass being reached; a manager’s decision to adopt a new technology often depends on the technology’s diffusion rate, which, in turn, depends on the decisions made by other managers. Furthermore, even if a hospital decides to evaluate the relative costs and benefits of implementing RFID technology, no comprehensive evaluation and adoption model exists that can be used as a reference for the adoption of RFID in the healthcare industry. Thus, it is inappropriate to focus only on the cost of a new IT technology as the primary factor in its adoption [4,7,9,50].

Most of the conventional multi-criteria decision analysis (MCDA) models cannot handle the analysis of complex relationships among different hierarchical levels of criteria. However, the decision to adopt RFID requires a decision model that performs just that analysis. In this paper, we develop a hybrid MCDM model called DDANPV that combines DEMATEL, DANP, and VIKOR. DDANPV overcomes the limitations of existing decision models and can be used to help us analyze the factors that influence industry adoption of RFID technology. In particular, we use Taiwan’s healthcare industry as an example to study the interdependence of the factors that influence the adoption of RFID in the healthcare industry, as well as to evaluate alternative RFID adoption processes to achieve the desired levels of performance from RFID technology. This paper is organized into five sections. Section 2 reviews the literature on the implementation of RFID in the healthcare industry.
We will discuss the advances in evaluating the RFID adoption process, the selection criteria for adopting RFID technology, the decision models currently being used to determine whether RFID technology should be adopted, and the specific problems related to evaluating the RFID adoption process. Section 3 introduces the hybrid MCDM method called DDANPV. In Section 4, we use Taiwan’s healthcare industry as an empirical example to illustrate how DDANPV could help select the best RFID adoption method and discuss the results. In Section 5, we draw conclusions.

2. The effects of evaluating the RFID adoption model in the healthcare industry

The purpose of this section is to survey the relevant studies in the RFID adoption process, to investigate and compare various evaluation frameworks, and to identify possible factors that influence the RFID adoption process in the healthcare industry. Due to the lack of previous research on the criteria used in evaluating RFID for adoption, this study expands upon a general evaluation framework used in other industries and compiles four primary factors—technology, organization, environment, and cost—with the goal of identifying the criteria that are most crucial for the adoption of RFID.

2.1. Related literature on the factors influencing RFID adoption in the healthcare industry

RFID is one of the most promising technologies with the potential to increase supply chain visibility and improve process efficiency [45]. Once goods have RFID tags attached, their whereabouts can be tracked automatically by radio readers. With applications in transportation payments, asset management, retail sales, and item tracking, RFID technology provides greater inventory visibility, improves business and control processes, and enhances supply management efficiency [26,47]. Hence, many industries are in various stages of applying RFID to experimental projects to improve operational efficiency and gain competitive advantages [5]. RFID has also been receiving considerable attention in the healthcare industry because it addresses the vexing problem of locating people and things in healthcare operations, as demonstrated in the case study examined in this project. RFID applications can be classified into two or more major categories based on different objectives in the healthcare industry. However, we only use two alternatives (“patient tracking management performance (A1)” and “asset tracking management performance (A2)”) from our project as examples to clearly illustrate two relatively good uses for RFID applications. The first set of applications is mainly designed for managing the patient-tracking system. For example, RFID is used in patient-tracking to automate the check-in process and other outbound logistical processes (i.e., activities that outsource the service to the customer in a service environment). In a healthcare setting, outbound logistics involve getting the right patient to the right place at the right time [21]. The second set of applications is also used for tracking purposes, but these applications are used to control assets. RFID offers active tags for tracking various healthcare assets, such as wheelchairs, infusion pumps and crash carts. In the healthcare environment, assets (e.g., equipment and staff) are essential to providing healthcare services to patients [21].

Schmitt et al. [38] reviewed related work and derived 25 adoption factors from the technological, organizational, and environmental dimensions of the RFID process. These researchers extracted the five most important factors affecting the process of RFID adoption and diffusion in the automotive industry. These factors included compatibility, costs, complexity, performance, and top management support, as well as most of the more technological characteristics. Schmitt et al. [38] concluded that the RFID adoption and diffusion processes were still in the early stages and that the basic technological issues had to be solved first. However, the organizational and environmental factors were found to be less important. Similarly, the inter-organizational factors did not play essential roles because most of the RFID deployments in the automotive industry were intra-organizational applications.

Brown and Russell [6] conducted an exploratory investigation to identify the factors that may influence RFID adoption in South African retail organizations. A combination of quantitative and qualitative data based on six retailers were collected and analyzed using the Technology, Organization, and Environment (TOE) framework. Brown and Russell [6] expounded upon the intention to adopt RFID technology using technological factors (i.e., relative advantage, compatibility, complexity, and cost), organizational factors (i.e., top management attitude, information technology expertise, organization size, and organizational readiness), and external factors (i.e., competitive pressure, external support, and the existence of change agents).

In addition to the TOE framework mentioned above, the key barriers to RFID adoption also stem from the high technology expenditures, such as the software and hardware costs, required by RFID [20]. When an organization plans to adopt RFID, both the implementation costs and the maintenance costs need to be evaluated carefully. Lean information technology budgets suggest that new technologies need to demonstrate compelling business reasons for adoption while promising benefits and short payback periods. As a result, many companies are still waiting for RFID technology to drop in price to make it a more affordable investment [12,20,36]. In addition to the cost-benefit analysis mentioned above, many factors contributing to the adoption of RFID are similar to the factors contributing to the recent adoption of e-commerce technology [12].

Previous studies on RFID adoption have not focused on all three TOE dimensions. Many authors have restricted their discussion to only a few key factors. For example, Hoske [13] highlighted the cost factor, while Jones et al. [18] examined private and public policies on RFID. Thus, in this paper, we take the TOE framework as a basis and add cost, resulting in technology, organization, environment, and cost (TOEC) as the four dimensions of our research framework. The factors relevant to the adoption of RFID within each dimension will be discussed below.

2.2. Criteria for evaluating the RFID adoption process

The criteria for evaluating the RFID adoption process are described below.

Technology dimension (D1): Technological factors, also referred to as “innovation characteristics” in several studies on organizational adoption processes [36]. Technology integration, technology competence, and security concerns have all been suggested as important to the adoption of RFID technology and are used in our evaluation framework [37,39].

Organization dimension (D2): Characteristics of the organization that is implementing the new technology are shown by Orlikowski [32] to be highly relevant to the adoption process. Several studies have supported this finding with respect to RFID adoption, with factors such as top management support, firm size, and organizational readiness considered to be potential influences [36,37,39].

Environment dimension (D3): Orlikowski [32] highlights the role and influence of the external environment in an organization’s decision to adopt new technology. Competitive pressure, partner support, and regulatory support are regarded as among the most important external factors [36,37,39].

Cost dimension (D4): The benefits of any new innovation should exceed the costs of adopting it [36]. Therefore, the costs associated with a new technology have a major bearing on the decision of its adoption. In this respect, RFID technology is no exception [39]. Most companies still have doubts about whether the costs associated
method to form DANP (DEMATEL-based ANP) to obtain influential weights for each dimension and criterion in our evaluation structure. Third, we incorporate these weights into the VIKOR method to rank the performance of the alternatives presented to the decision-maker and identify the gaps that each alternative has to an as yet non-existent alternative; this approach provides us with a roadmap to how we can improve upon each alternative by reducing the performance gaps of each criterion and dimension relative to their aspired levels through innovation and research in the future. In short, the evaluation framework contains three main stages: (1) use DEMATEL to construct the influential network relation map (INRM) among the dimensions and criteria; (2) use DANP to calculate the influence weights of each dimension and criterion; and (3) use VIKOR to rank the alternatives and improve the performances of the alternatives.

3.1. The DEMATEL technique for constructing INRM

The DEMATEL technique has been successfully used to identify critical success factors in the adoption and assessment processes for emergency [48] and knowledge management [14]. This method can confirm the interdependence of variables/criteria and restrict the relations that reflect the characteristics within an essential systemic and developmental trend. The method can be summarized in the following steps [14,23,48]:

Step 1: Find the initial average matrix A by assigning scores to each factor. Suppose we have n factors. Respondents (experts or stakeholders) are asked to rate the direct effects that factor i has on factor j using an integer scale ranging from 0 to 4 to represent the range from “absolutely no influence (0)” to “very high influence (4)”. We then calculate the mean score among the respondents to arrive at element $a_{ij}$ and form the initial average matrix $A = \begin{bmatrix} a_{ij} \end{bmatrix}_{n \times n}$.

Step 2: Normalize the direct influence matrix D. Using matrix A, the normalized direct-relation matrix $D = \begin{bmatrix} d_{ij} \end{bmatrix}_{n \times n}$ is calculated using Eqs. (1) and (2).

$$D = z \times A$$

$$z = \min \left\{ 1 / \max \left[ \frac{1}{n} \sum_{j=1}^{n} a_{ij}, \frac{1}{n} \sum_{i=1}^{n} a_{ij} \right], \quad i,j=\{1,2,\ldots,n\} \right\}$$

Step 3: Calculate the total influence matrix T. The total influence matrix $T$ can be obtained by summing the direct effects and all of the indirect effects using Eq. (3).

$$T = D + D^2 + D^3 + \cdots + D^{n-1} = D(1 + D + D^2 + \cdots + D^{n-1}) \left[ (I - D)(I - D)^{-1} \right] - D(1 - D)^{-1},$$

where I is denoted as the identity matrix and $(I - D)(I - D)^{-1} = I$. Then,

$$T = D(1 - D)^{-1},$$

where $D = \begin{bmatrix} d_{ij} \end{bmatrix}_{n \times n}$, $0 \leq d_{ij} < 1$, $0 \leq \sum_{j=1}^{n} d_{ij} \leq 1$, $0 \leq \sum_{i=1}^{n} d_{ij} \leq 1$, and at least one (but not all) of the columns or rows of the summation is equal to 1 in $\sum_{j=1}^{n} d_{ij}$ and $\sum_{i=1}^{n} d_{ij}$ and thus we can guarantee that $\lim_{n \to \infty} D^n = \begin{bmatrix} 0 \end{bmatrix}_{n \times n}$.

We can denote the row and column sums of the total-influence matrix $T$ as column vectors $r$ and $s$ respectively:

$$T = \left[ t_{ij} \right]_{n \times n}, \quad i,j=\{1,2,\ldots,n\}.$$
\[ r = [r_i]_{n \times 1} = \left[ \sum_{j=1}^{n} t_{ij} \right]_{n \times 1}, \quad s = [s_i]_{n \times 1} = \left[ \sum_{i=1}^{n} t_{ij} \right]_{1 \times n} \tag{5} \]

where the superscript ' denotes transpose.

If \( r_i \) denotes the row sum \( \sum_{j=1}^{n} t_{ij} \) of the \( i \)th row of matrix \( T \), then \( r_i \) denotes the sum of the direct and indirect effects that factor \( i \) has on all of the other factors. If \( s_i \) denotes the column sum from matrix \( T \), then \( s_i \) denotes the sum of the direct and indirect effects that factor \( i \) has received from all of the other factors. Furthermore, \( (r_i + s_i) \) provides an index of the strength of the influences that are given and received; that is, \( (r_i + s_i) \) shows the degree of the total influences factor \( i \) has in this system. Therefore, if \( (r_i - s_i) \) is positive, then factor \( i \) has a net influence on the other factors, and if \( (r_i - s_i) \) is negative, then factor \( i \) is, on the whole, being influenced by the other factors [43].

3.2. Combine the ANP method for finding the influence weights of the criteria

We define the total influence matrix \( T_c = \{t_{ij}\}_{n \times n} \) by the criteria and \( T_0 = \{t_{ij}\}_{n \times m} \) by the dimensions; \( T_D \) can be obtain from \( T_c \). Next, we normalize the total influence matrix \( T_c \) by each dimension and normalize the influence matrix \( T_0 \) by the total row sums shown as \( T'_c \) and \( T'_0 \) respectively to find the DANP influential weights by dimension. Then, the unweighted supermatrix \( W \) can be obtained by transposing the normalized total influence matrix \( T'_c \) to bring it into congruence with the definition of an ANP supermatrix, i.e., \( W = (T'_c)' \). We can subsequently obtain the weighted supermatrix \( W^* = T'_0W \) (i.e., the normalized supermatrix \( W' \)). Finally, the DANP influence weights can be obtained by taking the limit \( \lim_{r \to \infty} (W^*)^r \), where \( r \) represents any number as a power. The procedures can be described in five steps:

Step 1: The total influence matrix for criteria \( T_c = \{t_{ij}\}_{n \times n} \). The total influence matrix \( T_c \) for the criteria is shown below:

\[
T_c = \begin{bmatrix}
  t_{11} & t_{12} & \cdots & t_{1n} \\
  t_{21} & t_{22} & \cdots & t_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{n1} & t_{n2} & \cdots & t_{nn}
\end{bmatrix}
\tag{6}
\]

Step 2: The normalized total influence matrix for criteria \( T'_c \). The normalized total influence matrix \( T'_c \) for the criteria is shown below:

\[
T'_c = \begin{bmatrix}
  t_{11}' & t_{12}' & \cdots & t_{1n}' \\
  t_{21}' & t_{22}' & \cdots & t_{2n}' \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{n1}' & t_{n2}' & \cdots & t_{nn}'
\end{bmatrix}
\tag{7}
\]

For example, an explanation for the normalization of \( T'_{c11} \) on dimension 1 based on dimension 1 (\( \alpha_{11} \)) is shown by Eqs. (8) and (9).

\[
d_{c11} = \sum_{j=1}^{m} t_{c1j}', \quad i = 1, 2, \ldots, m_1
\tag{8}
\]

\[
T'_{c11} = \begin{bmatrix}
  t_{c11}'/d_{c11} & t_{c12}'/d_{c12} & \cdots & t_{c1m_1}'/d_{c1m_1} \\
  t_{c21}'/d_{c21} & t_{c22}'/d_{c22} & \cdots & t_{c2m_1}'/d_{c2m_1} \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{cm_11}'/d_{cm_1m_1} & t_{cm_21}'/d_{cm_2m_1} & \cdots & t_{cm_1m_1}'/d_{cm_1m_1}
\end{bmatrix}
\tag{9}
\]

where \( t_{cij}' = t_{cij}/d_{cij} \) denotes the element of normalized influence for the element \( t_{cij} \) (shows that the element of \( i \) influences other \( j \) (\( i = 1, 2, \ldots, m_1 \)) in which dimension 1 influences dimension 1 of total influence matrix) divided by the sum \( d_{cij} \) of each row (criterion \( i \) influences all other criteria in dimension 1).

Step 3: Find the unweighted supermatrix \( W \) by transposing the normalized total matrix \( T'_c \). Because the total influence matrix \( T_c \) matches and fills the interdependence among dimensions and criteria, we can transpose the normalized total influence matrix \( T'_c \) by the dimensions based on the basic concept of ANP resulting in the unweighted supermatrix \( W = (T'_c)' \) as shown by Eq. (10).

\[
W = (T'_c)' = \begin{bmatrix}
  0 & 0 & \cdots & 0 \\
  w_{11} & w_{12} & \cdots & w_{1n} \\
  \vdots & \vdots & \ddots & \vdots \\
  w_{n1} & w_{n2} & \cdots & w_{nn}
\end{bmatrix}
\tag{10}
\]

Step 4: Find the weighted normalized supermatrix \( W^* \). To obtain the weighted supermatrix \( W^* \) from the unweighted supermatrix \( W \), we can multiply the normalized total influence matrix \( T'_0 \) by the unweighted supermatrix \( W \). The normalized total influence matrix \( T'_0 \) can be obtained by using to normalize total influence matrix \( T_0 \) in process as shown from Eq. (11) to Eq. (12).

\[
T_D = \begin{bmatrix}
  t_{d11}' & t_{d12}' & \cdots & t_{d1m} \\
  t_{d21}' & t_{d22}' & \cdots & t_{d2m} \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{dm1}' & t_{dm2}' & \cdots & t_{dmn}
\end{bmatrix}
\tag{11}
\]

We normalized the total influence matrix \( T_D \) of the dimensions (Eq. (11)) and obtained a new normalized total influence matrix \( T''_0 \) of dimensions as shown by Eq. (12) (where \( t''_{0ij} = t_{0ij}/d_i \) and \( d_i = \sum_{j=1}^{m} t_{0ij} \)).

\[
T''_0 = \begin{bmatrix}
  t''_{011} & t''_{012} & \cdots & t''_{01m} \\
  t''_{021} & t''_{022} & \cdots & t''_{02m} \\
  \vdots & \vdots & \ddots & \vdots \\
  t''_{0m1} & t''_{0m2} & \cdots & t''_{0mn}
\end{bmatrix}
\tag{12}
\]
Next, we multiplied the normalized total influence matrix of the dimensions $T_{jk}$, with the unweighted supermatrix $W$ to obtain the new weighted supermatrix $W^\alpha$ (i.e., by the normalized matrix) as shown Eq. (13).

$$W^\alpha = T_{jk} W = \left[ t_{1}^{\alpha} \times W_{1} - t_{2}^{\alpha} \times W_{2} - t_{3}^{\alpha} \times W_{3} \right]$$  \hspace{1cm} (13)

**Step 5:** Find the limit of the weighted supermatrix $W^\alpha$ by raising it to a sufficiently large power $g$ (i.e., $g \rightarrow \infty$). If we raise the weighted supermatrix $W^\alpha$ to a sufficiently large power $g$, then the weighted normalized supermatrix $W^\alpha$ converges and becomes a long-term stable supermatrix, i.e., $\lim_{g \rightarrow \infty} (W^\alpha)^g$, where $g$ represents any number as a power. Consequently, we can obtain what DANP calls the influential weights (i.e., global influential weights).

### 3.3. The VIKOR method for ranking and improving the alternatives

Opricovic [27] proposed the compromise ranking method (VIKOR) as a technique that could be implemented within the MCDM model [28–31, 40–42]. If the feasible alternatives are represented by $A_1, A_2, ..., A_k$, the performance scores of alternative $A_k$ in each criterion $j$ can be denoted by $f_{kj}$, where $j = 1, 2, ..., n$, and $n$ is the number of criteria. We define the best $f_j^a$ values (aspired level) and the worst $f_j^w$ values (tolerable level) of all of the criterion functions, $j = 1, 2, ..., n$. Next, we began the development of the VIKOR method using the following form of the $L_p$ metric:

$$L_p = \left( \sum_{j=1}^{n} w_j \left( \frac{|f_j - f_j^a|}{|f_j^a - f_j^w|} \right)^p \right)^{1/p}$$ \hspace{1cm} (14)

where $1 \leq p \leq \infty$; $k = 1, 2, ..., m$; the weight $w_j$ is derived from the DANP (the so-called DDANPV method combines the DEMATEL, ANP, and VIKOR methods). To formulate the ranking and gap measures, $L_p = 1$ (as $S_k$) and $L_p^\alpha = \alpha$ (as $Q_k$) are used in the VIKOR method [27, 28, 30, 31, 41, 42].

$S_k = L_p^{\alpha - 1} = \sum_{j=1}^{n} w_j \left( \frac{|f_j - f_j^a|}{|f_j^a - f_j^w|} \right)^p$ \hspace{1cm} (15)

$Q_k = L_p^{\alpha - 1} = \max \left\{ \left( \frac{|f_{ij} - f_{ij}^a|}{|f_{ij}^a - f_{ij}^w|} \right) \right\}_{i=1, 2, ..., n}$ \hspace{1cm} (16)

The compromise solution $\min Q_k$ shows that the synthesized/integrated gap is the minimum and, as a result, will be selected, as its value is the closest to the aspired level. In addition, the group utility (average gap) is emphasized when $p$ is small (such as $p = 1$); however, if $p$ is infinite, then the individual maximum regrets/gaps gain more importance in prior improvement (basic concept from Yü [44] and Freimer and Yü [101] of each dimension/criterion. Consequently, $\min Q_k$ stresses the maximum utility for the majority (in other words, shown for minimizing average gap); however, $\min Q_k$ stresses selecting the minimum from the maximum individual regrets/gaps (in other words, shown which maximum gap for prior improvement). Following the above aforementioned ideas, we find that the compromise ranking and improvement algorithm VIKOR has four steps as described below.

**Step 1:** Obtain an aspired or tolerable level. We calculate the best $f_j^a$ values (aspired level) and the worst $f_j^w$ values (tolerable level) of all of the criterion functions, $j = 1, 2, ..., n$. For example, the performance value of each criterion can be obtained by using questionnaires with a scale ranging from 0 point (complete dissatisfaction) to 10 points (the best satisfaction). Therefore, we can set the aspired level as $f_j^a = 10$ and the worst value as $f_j^w = 0$. As a result, in this research, we are setting $f_j^a = 10$ as the aspired level and setting $f_j^a = 0$ as the worst value for normalization, in contrast to the traditional approach, which sets $f_j^a = \max f_{ij}$ and $f_j^w = \min f_{ij}$. We propose this new idea for improvement to avoid the traditional approach of “choosing the best among the inferior choices/options/alternatives (i.e., pick the best apple in a barrel of rotten apples)”. The original performance rating matrix can be converted into a normalized gaps-rating matrix $[r_{ij}]_{m \times n}$ (where the rating $r_{ij}$ shows the gap of alternative $k$ in $j$ criterion; how can we reduce the gaps of each criterion and dimension based on the influential network relation map for achieving the aspired level?) using the following equation:

$$r_{ij} = \left( \frac{|f_j^a - f_{ij}|}{|f_j^a - f_j^w|} \right)$$ \hspace{1cm} (17)

**Step 2:** Calculate the means of group utility and maximal regret. These gap-values can be computed using the rating-weighted $S_k = \sum_{j=1}^{n} w_j r_{ij}$ (i.e., the synthesized/integrated gap for all criteria) and $Q_k = \max |r_{ij}|$ (1 to $n$) (shown which the maximal gap of alternative $k$ for prior improvement in each dimension and overall criterion respectively).
Step 3: Calculate the index value. This value can be measured by the following equation:

\[ R_k = v(S_k - S')/(S' - S) + (1-v)(Q_k - Q)/(Q - Q') \]

where \( S' = \min S_i \) (traditional approach); or let \( S' = 0 \) (no gap, the aspiration level is achieved in our approach); \( S = \max S_i \) (traditional approach), or let \( S = 1 \) (the worst situation in our approach); \( Q' = \min Q_i \) (traditional approach), or let \( Q' = 0 \) (no gap, the aspiration level is achieved in our approach); and \( Q = \max Q_i \) (traditional approach), or let \( Q = 1 \) (the worst situation in our approach). Eq. (18) can be rewritten as \( R_k = vS_k + (1 - v)Q_k \), when \( S = 0 \) and \( Q' = 0 \) (i.e., all criteria have achieved their corresponding aspiration levels), and \( S' = 1 \) and \( Q = 1 \) (i.e., the worst situation).

How do decision makers determine the \( v \) value? When \( v = 1 \), only the average gap (the average regret) is considered in each dimension or overall; when \( v = 0 \), only the maximum gap in the improvement is considered a priority for the criterion in each dimension or overall. The value obtained from \( \min S_i \) represents the maximum group utility (the minimum average gap indicator), and the value obtained from \( \max Q_i \) represents the maximum regret (the largest gap shown as priority improvement). Thus, \( v \) represents the weight of the strategy. Generally \( v = 0.5 \), which can be adjusted depending on the case under consideration from the view-points of dimensions and overall for improvement priority; \( v = 1 \) indicates that only the average gap is considered, and \( v = 0 \) indicates that only the maximum gap is prioritized for improvement individually.

The compromise ranking method (VIKOR) is applied to determine the compromise solution by measured gaps. This solution is useful for decision-makers because it offers the maximum group utility for the majority (shown by \( \min S \), i.e., shown for minimizing average gap) and the maximum regret (basic concept from Yu [44]) of the minimum number of individuals of the opponent (shown by \( \max Q \), i.e., shown which maximum gap for priority improvement) to reduce the gaps for improving the performance values in each criterion and dimension forward to achieving the aspired levels in each dimensions and criterion.

4. An empirical case study on RFID adoption in Taiwan's healthcare industry

In this section, we present an empirical study using the proposed DDANPV model to evaluate, select, and improve upon the best alternative for RFID adoption in Taiwan's healthcare industry.

4.1. Background and problem descriptions

In the environment of a hospital, where service demand might be unpredictable, and the infrastructure is often complex, the speed with which critical medical assets can be located might determine the outcome of a hospital's mission to save lives [19,22,35]. RFID has received considerable attention because it promises to meet the challenge of tracking people and locating items within a large building complex. However, the adoption of new technology involves an analysis of its costs and benefits, and managers in the healthcare industry need an evaluation framework to help them decide whether to adopt RFID technologies, and if so, what type or configuration of RFID applications they should adopt.

### Table 4

The total influence matrix \( T_i \) for the criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
<th>( C_6 )</th>
<th>( C_7 )</th>
<th>( C_8 )</th>
<th>( C_9 )</th>
<th>( C_{10} )</th>
<th>( C_{11} )</th>
<th>( C_{12} )</th>
<th>( C_{13} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>0.471</td>
<td>0.444</td>
<td>0.492</td>
<td>0.513</td>
<td>0.432</td>
<td>0.519</td>
<td>0.457</td>
<td>0.479</td>
<td>0.423</td>
<td>0.480</td>
<td>0.501</td>
<td>0.526</td>
<td>0.543</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0.485</td>
<td>0.335</td>
<td>0.470</td>
<td>0.467</td>
<td>0.374</td>
<td>0.456</td>
<td>0.425</td>
<td>0.410</td>
<td>0.418</td>
<td>0.415</td>
<td>0.435</td>
<td>0.462</td>
<td>0.461</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>0.496</td>
<td>0.408</td>
<td>0.384</td>
<td>0.488</td>
<td>0.379</td>
<td>0.451</td>
<td>0.424</td>
<td>0.420</td>
<td>0.437</td>
<td>0.430</td>
<td>0.439</td>
<td>0.456</td>
<td>0.467</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>0.604</td>
<td>0.467</td>
<td>0.536</td>
<td>0.479</td>
<td>0.483</td>
<td>0.506</td>
<td>0.493</td>
<td>0.488</td>
<td>0.480</td>
<td>0.507</td>
<td>0.528</td>
<td>0.560</td>
<td>0.579</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>0.493</td>
<td>0.399</td>
<td>0.449</td>
<td>0.469</td>
<td>0.346</td>
<td>0.481</td>
<td>0.421</td>
<td>0.406</td>
<td>0.401</td>
<td>0.450</td>
<td>0.448</td>
<td>0.470</td>
<td>0.492</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>0.489</td>
<td>0.391</td>
<td>0.451</td>
<td>0.471</td>
<td>0.411</td>
<td>0.397</td>
<td>0.418</td>
<td>0.430</td>
<td>0.409</td>
<td>0.414</td>
<td>0.423</td>
<td>0.482</td>
<td>0.483</td>
</tr>
<tr>
<td>( C_7 )</td>
<td>0.441</td>
<td>0.357</td>
<td>0.402</td>
<td>0.430</td>
<td>0.366</td>
<td>0.427</td>
<td>0.323</td>
<td>0.372</td>
<td>0.348</td>
<td>0.377</td>
<td>0.391</td>
<td>0.431</td>
<td>0.436</td>
</tr>
<tr>
<td>( C_8 )</td>
<td>0.497</td>
<td>0.410</td>
<td>0.454</td>
<td>0.468</td>
<td>0.391</td>
<td>0.469</td>
<td>0.442</td>
<td>0.357</td>
<td>0.384</td>
<td>0.432</td>
<td>0.447</td>
<td>0.480</td>
<td>0.480</td>
</tr>
<tr>
<td>( C_9 )</td>
<td>0.538</td>
<td>0.407</td>
<td>0.486</td>
<td>0.507</td>
<td>0.428</td>
<td>0.492</td>
<td>0.452</td>
<td>0.448</td>
<td>0.361</td>
<td>0.454</td>
<td>0.447</td>
<td>0.492</td>
<td>0.520</td>
</tr>
<tr>
<td>( C_{10} )</td>
<td>0.488</td>
<td>0.387</td>
<td>0.413</td>
<td>0.453</td>
<td>0.397</td>
<td>0.445</td>
<td>0.402</td>
<td>0.398</td>
<td>0.381</td>
<td>0.356</td>
<td>0.434</td>
<td>0.466</td>
<td>0.488</td>
</tr>
<tr>
<td>( C_{11} )</td>
<td>0.514</td>
<td>0.384</td>
<td>0.453</td>
<td>0.468</td>
<td>0.404</td>
<td>0.459</td>
<td>0.409</td>
<td>0.401</td>
<td>0.380</td>
<td>0.434</td>
<td>0.437</td>
<td>0.480</td>
<td>0.475</td>
</tr>
<tr>
<td>( C_{12} )</td>
<td>0.535</td>
<td>0.425</td>
<td>0.467</td>
<td>0.504</td>
<td>0.436</td>
<td>0.494</td>
<td>0.443</td>
<td>0.433</td>
<td>0.426</td>
<td>0.461</td>
<td>0.476</td>
<td>0.430</td>
<td>0.533</td>
</tr>
<tr>
<td>( C_{13} )</td>
<td>0.521</td>
<td>0.409</td>
<td>0.449</td>
<td>0.485</td>
<td>0.435</td>
<td>0.462</td>
<td>0.448</td>
<td>0.443</td>
<td>0.398</td>
<td>0.449</td>
<td>0.454</td>
<td>0.482</td>
<td>0.429</td>
</tr>
</tbody>
</table>

Note: \( \sum_{i=1}^{n} \frac{\sqrt{C^2_j}}{\sqrt{C_j^2}} \leq 2.439\% < 5\% \), i.e., significant confidence level is 97.56\%, where \( p = 15 \) denotes the number of experts and \( \bar{C}_j \) is the average influence of criterion \( j \). Here \( n \) denotes the number of criteria, with \( n = 13 \) and \( n^2 = 169 \).
4.2. Data collection

The data in this study were collected from 15 experts with professional management and decision-making experience in the healthcare industry. Most of these experts had worked in the healthcare industry for more than ten years, and their responses were collected via personal interviews and questionnaires in May 2011. The objects of this questionnaire are the experts and not the users, with the goal of analyzing user behavior. In this respect, it is not the distribution of the sample size that is at issue but rather the consensus of the expert opinions. In other words, we need to test the consensus of the experts. If the number of experts increases, the degree of consensus should increase so that the differences in their responses will decrease. For the fifteen experts, a 97.561% significance confidence level is obtained (see the notes below Table 4).

4.3. Construct the network relation map using DEMATEL

The DEMATEL technique introduced in Section 3.1 is used to analyze the interrelationships between the 13 criteria summarized from the literature. First, the direct influence matrix $A$ for the criteria is obtained (see Table 2). Next, the normalized direct-influence matrix $D$ for criteria can be calculated by Eq. (1) (see Table 3). Third, the total direct influence matrices $T$ for the criteria and $T_D$ for the dimensions are calculated based on Eq. (3) (see Tables 4 and 5). Finally, the influence network relation map (INRM) can be constructed using the vectors $r$ and $s$ in the total direct influence matrix $T_D$ (see Table 6), as shown in Fig. 1.

4.4. Using DANP to calculate the influence weights for each criterion

The influence weights (global weights) for the 13 criteria can be calculated by using DANP, as shown in Tables 7–9. The results show that the experts consider technology integration, top management support, and organizational readiness as the most important criteria, with influence weights of 0.094, 0.089, and 0.088, respectively; they are least concerned with software costs and hardware costs, with influence weights of 0.062 and 0.061, respectively. In the technology dimension, the experts consider technology integration to be the most important criterion. In the organization dimension, the experts think that top management support is the most important criterion. In the environment dimension, the experts consider competitive pressure to be the most important criterion. In the cost dimension, the experts consider maintenance costs to be the most important criterion. These findings reveal that the experts believe technology integration should not be overlooked by managers when selecting a method to evaluate the RFID adoption process. Additionally, we find that the experts are less concerned about technology and environmental dimensions, as the means of these dimensions are substantially lower than those of the other dimensions.

4.5. Compromise ranking by using VIKOR

We apply the VIKOR method to determine the compromise rankings after calculating the influence weights for the criteria using DANP in Section 4.4. The results of our calculations (Table 10) show that the total gaps are the largest in asset tracking management performance (0.408), meaning that the alternative program should first improve...

---

### Table 5
The total influence matrix $T_D$ for the dimensions.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>$D_1$ technology</th>
<th>$D_2$ organization</th>
<th>$D_3$ environment</th>
<th>$D_4$ cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$ technology</td>
<td>0.443</td>
<td>0.453</td>
<td>0.433</td>
<td>0.468</td>
</tr>
<tr>
<td>$D_2$ organization</td>
<td>0.475</td>
<td>0.456</td>
<td>0.438</td>
<td>0.486</td>
</tr>
<tr>
<td>$D_3$ environment</td>
<td>0.444</td>
<td>0.442</td>
<td>0.387</td>
<td>0.449</td>
</tr>
<tr>
<td>$D_4$ cost</td>
<td>0.454</td>
<td>0.455</td>
<td>0.414</td>
<td>0.451</td>
</tr>
</tbody>
</table>

### Table 6
The sum of influences given and received on the dimensions.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>$r_i$</th>
<th>$s_i$</th>
<th>$r_i + s_i$</th>
<th>$r_i - s_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$ technology</td>
<td>1.796</td>
<td>1.815</td>
<td>3.612</td>
<td>-0.019</td>
</tr>
<tr>
<td>$D_2$ organization</td>
<td>1.856</td>
<td>1.806</td>
<td>3.662</td>
<td>0.050</td>
</tr>
<tr>
<td>$D_3$ environment</td>
<td>1.722</td>
<td>1.672</td>
<td>3.394</td>
<td>0.050</td>
</tr>
<tr>
<td>$D_4$ cost</td>
<td>1.774</td>
<td>1.854</td>
<td>3.628</td>
<td>-0.081</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** The impact of RFID adoption’s decision.
The normalized supermatrix $W^* = (T^* T)^{\alpha}$.

Table 7
The unweighted supermatrix $W = (T^*)^\alpha$.

Table 8
The normalized supermatrix $W^* = TW$.

Table 9
The stable matrix of DANP when the power limit is $g \rightarrow m$, i.e., $\lim_{g \rightarrow m} (W^g)^\alpha$. asset tracking management performance and then improve patient-tracking management performance. Therefore, in the optimal RFID adoption application, managers should focus on how to improve asset tracking management performance to achieve the desired level of performance.

4.6. Implications and discussion

There are several important results of our study. First, according to our DANP results, technology integration is the most important criterion for evaluating RFID adoption with an influence weight of 0.094. By reducing the incompatibility between legacy systems and enhancing the responsiveness of information systems, technology integration exerts an important effect on the adoption and diffusion of new technologies in an organization and helps improve performance via a reduction in cycle times, better customer services, and lower procurement costs [311]. Similar to the findings in other industries studies of new technology adoption, we find that a firm’s ability to convert new technology into core capabilities is essential and that technology integration is the most significant factor when evaluating RFID adoption in the healthcare industry.

Second, top management support is the second most important criterion, with an influence weight of 0.089. This finding also echoes the results obtained in previous studies, where top management support is shown to be a key factor in overcoming resistance to changes caused by new technology adoption and diffusion [13]. Thus, managers in the healthcare industry should regard strong commitment and support within top management as key to successful RFID adoption.

Third, compromise ranking from VIKOR (see Table 10) shows that, between the choice of the two RFID applications, the system with better patient-tracking management system (total gaps = 0.373) is preferred to the system with better asset-tracking management system.
The utility of automated outbound logistical processes. In the healthcare
system, this means getting the right patient to the right place at the right
time. In addition, using RFID effectively could reduce the number of staff
required to manage the patient check-in process, which results in an
overall improvement in patient-tracking management performance.
RFID can also be used to track healthcare assets, such as wheelchairs,
infusion pumps, and crash carts. In the healthcare environment, assets
(both equipment and staff) are essential to providing healthcare services
to a patient.

Fourth, according to DEMATEL, we could look at the interrelationship
among dimensions and criteria based on the influence network
relation map (INRM) to help improve each dimension and criterion
(see Fig. 2). The INRM shows that the environment dimension \((D_3)\)
and the organization dimension \((D_4)\) are the highest priority
for improvement. This finding means that managers should first improve
these two dimensions because they are the most important relative
to the other dimensions. Thus, the environment and the organization
dimensions can be regarded as the critical dimension for evaluating
and improving the RFID adoption process in the healthcare industry.

In addition, with respect to the technology dimension \((D_1)\): technology
competence \((C_2)\) is the most influential criterion and should be
improved upon first, followed by technology integration \((C_1)\) and
security concerns \((C_3)\) (see Fig. 2 for more details). In addition, with
respect to the organization dimension \((D_2)\), top management support
\((C_4)\) is the most influential criterion and should be improved upon
first, followed by firm size \((C_5)\) and organizational readiness.
With
respect to the environment dimension \((D_3)\), regulatory support \((C_6)\)
is the most influential criterion and should be improved upon first,
followed by partner readiness \((C_7)\) and competitive pressure.
With
respect to the cost dimension \((D_4)\), hardware costs \((C_{10})\) is the
most influential criterion and should be improved upon first, followed
by implementation costs \((C_{12})\), software costs \((C_{11})\), and maintenance
costs \((C_{13})\). Each of the evaluation dimensions and criteria identify
the necessary behaviors for inducing RFID adoption in the healthcare
industry. Therefore, managers should evaluate all of the dimensions
and criteria for the RFID adoption process in accordance with Fig. 2.
While this evaluation method could in principle be used by most
of the healthcare industries in the world, differences do exist, and
the relative importance of the 13 criteria may vary according to the
particulars of each healthcare industry. Managers should compare
the evaluation methods for each RFID adoption model before deciding
upon the best RFID application to suit their needs.

5. Conclusions

The dimensions and criteria outlined in this study serve as bridging
mechanisms for the evaluation of RFID adoption processes. Prior
literature has identified the dimensions and criteria that influence
the evaluation of adopting RFID. The main contributions of this
study are twofold. First, the evaluation of technology adoption is a
decision-making problem that is composed of complex dependences
and interactions. In this paper we used previous studies to develop a
TOEC framework to evaluate RFID adoption in the healthcare industry.
Second, we combine the DEMATEL, DANP and VIKOR methods to de-
velop an evaluation method known as DDANPV to prioritize the rela-
tive influence-weights of the TOEC dimensions and criteria. DDANPV
could handle the complex interactions and interdependences among
dimensions and criteria and produce results that allow us to build a vi-
ual cause-and-effect diagram for evaluating the various adoption
processes. Additionally, we demonstrate how the results could provide
guidance to managers by identifying the key criteria for decision-making and finding the best way to improve existing RFID
adoption processes.

This DDANPV method provides a general evaluation framework
for industry evaluation and adoption of RFID and a guide for future
managers in the healthcare industry even if they do not completely
understand how to evaluate the details of the various RFID adoption

<table>
<thead>
<tr>
<th>Table 10</th>
<th>The influence weights for the criteria used in evaluating the alternatives and improving total performance by VIKOR.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimensions / criteria</strong></td>
<td><strong>Local weight</strong></td>
</tr>
<tr>
<td>Technology ((D_1))</td>
<td>0.254</td>
</tr>
<tr>
<td>Technology integration ((C_1))</td>
<td>0.371</td>
</tr>
<tr>
<td>Technology competence ((C_2))</td>
<td>0.295</td>
</tr>
<tr>
<td>Security concern ((C_3))</td>
<td>0.334</td>
</tr>
<tr>
<td>Organization ((D_2))</td>
<td>0.253</td>
</tr>
<tr>
<td>Top management support ((C_4))</td>
<td>0.353</td>
</tr>
<tr>
<td>Firm size ((C_5))</td>
<td>0.299</td>
</tr>
<tr>
<td>Organizational readiness ((C_6))</td>
<td>0.348</td>
</tr>
<tr>
<td>Environment ((D_3))</td>
<td>0.234</td>
</tr>
<tr>
<td>Competitive pressure ((C_7))</td>
<td>0.400</td>
</tr>
<tr>
<td>Partner readiness ((C_8))</td>
<td>0.337</td>
</tr>
<tr>
<td>Regulatory support ((C_9))</td>
<td>0.323</td>
</tr>
<tr>
<td>Cost ((D_4))</td>
<td>0.259</td>
</tr>
<tr>
<td>Hardware cost ((C_{10}))</td>
<td>0.235</td>
</tr>
<tr>
<td>Software cost ((C_{11}))</td>
<td>0.241</td>
</tr>
<tr>
<td>Implement cost ((C_{12}))</td>
<td>0.259</td>
</tr>
<tr>
<td>Maintenance cost ((C_{13}))</td>
<td>0.265</td>
</tr>
</tbody>
</table>

\(A_k = 1.00\)  
Total gaps: \(0.373\)  
\(0.408\)
models. Moreover, the INRM diagram helps decision makers understand how to improve their evaluations of RFID adoption processes. Future research could expand the DDANPV method into a general evaluation framework for industry adoption of new technologies.

There are several limitations to this study that require further examination. First, this study was conducted by surveying a relatively limited number of experts. A larger sample would have allowed for a more sophisticated analysis of evaluation procedures, which would have generalized the results of this study. Second, this study uses crisp numbers as opposed to fuzzy numbers. Future studies could incorporate fuzzy numbers to estimate the relative influence-weights of each influence on the evaluation method. Third, the TOEC evaluation criteria are selected from a review of prior literature on TOE and cost evaluation, which excluded some possible influences on the RFID evaluation process. Future studies could use different methods, such as longitudinal studies and interviews, to identify other criteria. Finally, to provide more objective information on the applicability of the proposed TOEC evaluation model, future studies could use case studies of particular performance evaluations and thus prove the practicality of the general evaluation framework for the industry evaluation and adoption of RFID proposed in this study.
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