A conservative scheme for solving coupled surface-bulk convection–diffusion equations with an application to interfacial flows with soluble surfactant
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A B S T R A C T

Many physical problems arising in biological or material sciences involve solving partial differential equations in deformable interfaces or complex domains. For instance, the surfactant (an amphiphilic molecular) which usually favors the presence in the fluid interface may couple with the surfactant soluble in one of bulk domains through adsorption and desorption processes. Thus, it is important to accurately solve coupled surface-bulk convection–diffusion equations especially when the interface is moving. In this paper, we first rewrite the original bulk concentration equation in an irregular domain (soluble region) into a regular computational domain via the usage of the indicator function so that the concentration flux across the interface due to adsorption and desorption processes can be termed as a singular source in the modified equation. Based on the immersed boundary formulation, we then develop a new conservative scheme for solving this coupled surface-bulk concentration equations which the total surfactant mass is conserved in discrete sense. A series of numerical tests has been conducted to validate the present scheme. As an application, we extend our previous work [M.-C. Lai, Y.-H. Tseng, H. Huang, An immersed boundary method for interfacial flows with insoluble surfactant, J. Comput. Phys. 227 (2008) 7279–7293] to the soluble case. The effects of solubility of surfactant on drop deformations in a quiescent and shear flow are investigated in detail. © 2013 Elsevier Inc. All rights reserved.

1. Introduction

Many problems in biological, physical and material sciences involve solving partial differential equations in complex domains or deformable interfaces. In particular, the underlying material quantities in the bulk domain may couple with the one in the interface through adsorption and desorption processes. Meanwhile, the concentration of surface quantities might change the physical behavior of the interface through the modifications of interfacial forces. For instance, surfactant molecules typically consisting of a hydrophilic head and a hydrophobic tail may adsorb and desorb between bulk fluids and the interface so that the interfacial tension can be reduced. Meanwhile, this non-uniform distribution of surfactant molecules produce extra force (Marangoni force) along the tangential direction to affect the dynamics. In practice, the surfactant may be soluble only to some portion of bulk domain enclosed by the interface where the interface and the soluble region are evolving simultaneously. In order to simulate this problem, we have to introduce two surfactant concentrations in the
system; namely, the surface concentration along the interface, and the volume concentration in the bulk region. Thus, one need to solve a coupled system of surface-bulk convection–diffusion equations \[18,32,25\].

Another example comes from cell biology applications where proteins inside the cell can diffuse and bind to the membrane whereas membrane-bound proteins can dissociate and diffuse to the inner cytoplasm \[19\]. To simulate this problem, one need to solve a coupled system of surface-volume reaction–diffusion equations. Many other examples in physical and biological systems that have the similar adsorption or desorption mechanisms in the dynamics can be found in Ref. \[25\].

It is known that solving a coupled system of surface-bulk equations in complex domains or deformable interfaces numerically is quite challenging especially when the interface (or the interior boundary of domains) is moving. Even in the case of only surface material (without bulk coupling), developing numerical methods for convection–diffusion equations on an evolving interface is still of major interest in scientific computing community. These methods include surface element method \[5,6,9,10\], level set method \[2,7,29,24,17\], and phase field method \[23,25,11\], just to name a few. Front tracking method is typically more accurate for one-dimensional interface (a curve in 2D space), but it can be more complicated to implement for two-dimensional surface especially the implementation involves surface mesh distortion or even topological changes. In \[14\], we have successfully developed a mass conservative scheme for convection–diffusion equation on moving interface and applied to simulate the interfacial flows with insoluble surfactant \[14–16\]. A recent work of Khatri and Tornberg \[13\] used segment projection method to represent the interface and solve the surfactant equation. More up-to-date numerical methods for solving Navier–Stokes flows with insoluble surfactant can be found in \[13\] as well.

In this paper, we shall extend our previous work to soluble surfactant case. However, as a very first step, we need to develop a numerical scheme for solving coupled surface-bulk convection–diffusion equations. There are at least three major numerical issues from our point of view. (1) How to handle the adsorption and desorption between the interface and the bulk accurately? (2) How to maintain the total surfactant mass conserved during the evolution? (3) Since the surfactant might be soluble to only one of bulk fluid, how to avoid the surfactant being present in other bulk regions via either convection or diffusion mechanism? Here, we formulate the coupled surface-bulk convection–diffusion equations in the immersed boundary framework so that the adsorption and desorption processes can be termed as a singular source in the bulk equation. Moreover, by using the indicator function, we can embed the bulk equation into the whole computational domain so that regular Eulerian finite difference scheme can be applied without handling the complicated moving irregular domain. We develop a new conservative scheme for solving the coupled bulk-surface concentration equations which the total surfactant mass can be conserved exactly in discrete sense. By introducing the indicator function and solving the bulk equation in the regular computational domain, one can avoid evaluating the surfactant flux across the interface due to adsorption and desorption processes.

The present formulation is similar to other front tracking approaches such as in \[32,18\] but differs from their numerical computations. For instance, in order to let the surfactant be depleted from only one bulk phase, some one-sided discretized delta functions were used in \[32\] which results the numerical integration of the discrete function does not yield the exact value of unity. The authors have tried different forms of one-sided delta function and the mass error is within 1%. Here, we use the traditional discrete delta function for the spreading and interpolating operators in the immersed boundary method so that the surfactant mass leaking error is much smaller compared with \[32\]. There are other numerical methods in literature for interfacial flows with soluble surfactant dynamics such as in \[14,26,31\].

The rest of the paper is organized as follows. In Section 2, we present a coupled surface-bulk concentration model and discuss their conservation property. By employing the indicator function, we then embed the bulk equation into a regular Cartesian computational domain. Based on our immersed boundary formulation, we develop a conservative scheme for solving the coupled surface-bulk equations in Section 3. As an application, we apply the present scheme to solve Navier–Stokes flow with soluble surfactant in Section 4. In Section 5, a detailed numerical tests have been conducted to validate our present scheme and study the effect of soluble surfactant on drop deformations in a quiescent and shear flow.

2. A coupled surface-bulk concentration model

As in \[25\], we consider the same coupled bulk-surface material (or surfactant) concentration model in which the adsorption and desorption can be occurred on the moving deformable interface. Consider a domain \(\Omega\) in \(\mathbb{R}^2\) and there is an interface \(\Sigma\), which is a simple closed curve immersed in \(\Omega\). The interior of the interface is \(\Omega_0\), and the exterior is \(\Omega_1\) so that \(\Omega = \Omega_0 \cup \Omega_1\), see the illustration of these domains in Fig. 1. The interface is represented by a Lagrangian form \(X(\alpha, t), 0 \leq \alpha \leq L_0\), where \(\alpha\) is the Lagrangian material coordinate attached to the interface which is not necessarily to be the arc-length parameter. The unit tangent vector of the interface can be written as \(\tau = \frac{\partial X}{\partial \alpha}/|\frac{\partial X}{\partial \alpha}|\); thus, the unit outward normal vector \(n\) pointing into \(\Omega_1\) can be defined accordingly. In addition, the interface \(\Sigma\) is moving with a given velocity field \(u = (u, v)\) in \(\Omega\); that is,

\[
\frac{\partial X(\alpha, t)}{\partial t} = U(\alpha, t) = \int_\Omega u(x, t)\delta(x - X(\alpha, t)) \, dx,
\]

where \(\delta(x)\delta(y)\) is the two-dimensional Dirac delta function. We use the above usual delta function formulation in the immersed boundary method \[20\] to represent the interpolation of the velocity field into the interface. Here we assume
Fig. 1. Illustration of domains.

the velocity field is incompressible (∇·\( u \) = 0) in \( \Omega \) and no flow boundary condition (\( u \cdot n_1 = 0 \)) is imposed on \( \partial \Omega = \partial \Omega_1 \). Notice that, in later section, the velocity field can be obtained by solving the Navier–Stokes equations.

It is assumed that the surfactant exists on the interface as a monolayer and is adsorbed from or desorbed into the bulk fluid in \( \Omega_1 \); that is, the surfactant is soluble in the exterior bulk \( \Omega_1 \) but not in the interior one \( \Omega_0 \). Therefore, we have to introduce two surfactant concentrations in the system; namely, the surface concentration \( \Gamma(\alpha, t) \) along the interface \( \Sigma \), and the bulk concentration \( C(x, y, t) \) in the region \( \Omega_1 \). By taking the adsorption and desorption of bulk surfactant into account, the dimensionless surface concentration equation can be modified as

\[ \frac{\partial \Gamma}{\partial t} + (\nabla_s \cdot u) \Gamma = \frac{1}{Pe_s} \nabla^2 \Gamma + \left( \frac{S_a}{\lambda} \right) C_s(1 - \Gamma) - S_d \Gamma, \tag{2} \]

where \( \nabla_s = (I - n \otimes n) \nabla \) and \( \nabla^2_s = \nabla_s \cdot \nabla_s \) are the surface gradient and surface Laplacian operators, respectively. The dimensionless number \( Pe_s \) is the surface Peclet number, \( S_a \) and \( S_d \) are the absorption and desorption Stanton number, respectively, and \( \lambda \) is the dimensionless adsorption depth. Those parameters are defined as

\[ Pe_s = U_\infty R/D_s, \quad S_a = k_a/U_\infty, \quad S_d = k_d R/U_\infty, \quad \lambda = \Gamma_\infty/(C_\infty R) \]

where \( R, U_\infty, \Gamma_\infty, C_\infty \) are the reference values for the length, flow velocity, the surface and bulk concentration, and \( k_a, k_d \) are the absorption and desorption coefficients. \( C_s \) is the bulk surfactant concentration adjacent to the interface which can be defined later. The above non-dimensionalization process can be found in [32,18,14]. Notice that, as in [14], the interface is tracked in Lagrangian manner and the surface concentration is defined at the material point, so the time derivative in Eq. (2) has the meaning of the material derivative naturally.

The dimensionless bulk concentration in the exterior region \( \Omega_1 \) [18,25,26,32] can be written as

\[ \frac{\partial C}{\partial t} + u \cdot \nabla C = \frac{1}{Pe} \nabla^2 C, \tag{3} \]

\[ \frac{1}{\lambda Pe} \frac{\partial C}{\partial n} \bigg|_\Sigma = \left( \frac{S_a}{\lambda} \right) C_s(1 - \Gamma) - S_d \Gamma \bigg|_{n_1} = 0, \tag{4} \]

where \( Pe \) is the Peclet number, \( n \) is the unit normal vector on \( \Sigma \) pointing into \( \Omega_1 \) and \( n_1 \) is the unit outward normal to the boundary \( \partial \Omega_1 = \partial \Omega \).

Eqs. (2)–(4) describe the present coupled surface-bulk concentration equations. Since the fluid is incompressible and no flow velocity boundary condition is imposed on \( \partial \Omega_1 \), one can conclude that the total surfactant mass (the surfactant mass on the interface \( \Sigma \) and the mass in the bulk region \( \Omega_1 \)) must be conserved. The conservation property can be proved easily as follows.

By first taking the integration of \( \Gamma \) over the interface, then applying the time derivative and using Eq. (2), the rate of change of surfactant mass in the interface \( \Sigma \) can be written as

\[ \frac{d}{dt} \int_\Sigma \Gamma \, dl = \int_\Sigma \left( \frac{\partial \Gamma}{\partial t} + (\nabla_s \cdot u) \Gamma \right) \, dl = \int_\Sigma \left( \frac{1}{Pe_s} \nabla^2 \Gamma + \left( \frac{S_a}{\lambda} \right) C_s(1 - \Gamma) - S_d \Gamma \right) \, dl \]

\[ = \int_\Sigma \left( \left( \frac{S_a}{\lambda} \right) C_s(1 - \Gamma) - S_d \Gamma \right) \, dl, \tag{5} \]
where $dl = \frac{2\pi}{\sqrt{\lambda}}d\alpha$ is the arc-length element. The last equality is obtained by using the fact that $\Sigma$ is a closed interface. Similarly, the rate of change of surfactant mass in the bulk region $\Omega_1$ can be obtained by taking the integration of $C$ over the region $\Omega_1$, applying the time derivative, and then using Eq. (3) as

$$
\frac{d}{dt} \int_{\Omega_1} C \, d\Omega = \int_{\Omega_1} \frac{DC}{Dt} \, d\Omega = \int_{\Omega_1} \frac{1}{Pe} \nabla^2 C \, d\Omega = \int_{\Omega_1} \frac{1}{Pe} \frac{\partial C}{\partial n_i} \, dl - \int_{\Omega_1} \frac{1}{Pe} \frac{\partial C}{\partial n} \, dl = - \int_{\Sigma} (S_0C_s(1 - \Gamma) - S_d\lambda \Gamma) \, dl.
$$  

(6)

where the last equality is obtained by using the boundary conditions of Eq. (4). One can immediately lead to the total surfactant mass conservation by summing Eqs. (5) and (6) so we have

$$
\frac{d}{dt} \left( \int_{\Omega_1} C \, d\Omega + \int_{\Sigma} \Gamma \, dl \right) = 0.
$$  

(7)

2.1. An embedding bulk concentration equation in a regular Cartesian domain

As mentioned before, solving the bulk concentration equation involves solving a convection–diffusion equation in an evolving irregular domain $\Omega_1$. In order to describe the solution in a regular Cartesian domain $\Omega = \Omega_0 \cup \Omega_1$, we introduce the indicator function $H$ defined as

$$
H(x, t) = \int_{\Omega_1} \delta(x - \tilde{x}) \, d\tilde{x} = \begin{cases} 
1 & \text{if } x \in \Omega_1, \\
0 & \text{if } x \in \Omega_0.
\end{cases}
$$  

(8)

The above indicator function is nothing but the Heaviside function across the interface. By taking the gradient and then divergence operators on both sides, we have

$$
\nabla H(x, t) = \int_{\Sigma} n \delta(x - X) \, dl, \quad \nabla^2 H(x, t) = \nabla \cdot \int_{\Sigma} n \delta(x - X) \, dl.
$$  

(9)

Thus, the indicator function can be obtained by solving Poisson equation with a singular source term [28].

By introducing the indicator function, one can rewrite the bulk concentration equation (3) in $\Omega_1$ with the absorption and desorption on the interface described in Eq. (4) into one equation in the whole domain $\Omega$ as

$$
\frac{\partial}{\partial t} (HC) + \nabla \cdot (uHC) = \frac{1}{Pe} \nabla \cdot (HVHC) - \int_{\Sigma} (S_0C_s(1 - \Gamma) - S_d\lambda \Gamma) \delta(x - X) \, dl.
$$  

(10)

Here, we rewrite the convection term in a divergence form since the velocity is incompressible. Notice that, in the domain $\Omega_1$ where the indicator function $H = 1$ so the above equation recovers to the original bulk surfactant equation (3). Moreover, since $H = 0$ in the domain $\Omega_0$, we have $HC = 0$ no matter what are the values of $C$ which restricts that the surfactant is insoluble in $\Omega_0$. One should mention that the above bulk concentration equation (10) has the similar form as the diffuse-interface approach proposed by Teigen et al. [25] except the expression of last term.

By taking the integration of Eq. (10) over the domain $\Omega$, we have

$$
\frac{d}{dt} \int_{\Omega} HC \, d\Omega = \int_{\Omega} \frac{\partial}{\partial t} (HC) \, d\Omega
$$

$$
= - \int_{\Omega} \nabla \cdot (uHC) \, d\Omega + \int_{\Omega} \frac{1}{Pe} \nabla \cdot (HVHC) \, d\Omega - \int_{\Sigma} (S_0C_s(1 - \Gamma) - S_d\lambda \Gamma) \delta(x - X) \, dl
$$

$$
= - \int_{\Sigma} (S_0C_s(1 - \Gamma) - S_d\lambda \Gamma) \, dl,
$$

where the last equality is obtained by using the no flow velocity boundary condition $u \cdot n_1 = 0$, the zero surfactant flux $\frac{\partial C}{\partial n_1} \mid_{\partial \Omega_1} = 0$, and the integral identity of the Dirac delta function

$$
\int_{\Omega} \delta(x - X) \, d\Omega = 1.
$$  

(11)

One can immediately see that the above rate of change of bulk surfactant mass in the domain $\Omega$ is exactly the same as the one in the domain $\Omega_1$ as shown in Eq. (6). Based on our new formulation, the bulk surfactant adjacent to the interface can be simply evaluated as
\[ C_s(\alpha, t) = \int_{\Omega} H C S(\mathbf{x} - \mathbf{X}(\alpha, t)) \, d\mathbf{x}. \]  

(12)

3. A conservative scheme for solving the coupled surface-bulk concentration equations

In this section, we describe a numerical scheme to solve the coupled surface-bulk concentration equations (2) and (10). For simplicity, let us assume the computational domain to be a rectangular domain \( \Omega = [a, b] \times [c, d] \). Within this domain, a uniform lattice grid with mesh width \( h \) is employed where the given velocity components \( u \) and \( v \) are defined at usual staggered grid [12] at \((x_{i-1/2}, y_{j}) = (a + (i - 1)h, c + (j - 1/2)h)\) and \((x_{i}, y_{j-1/2}) = (a + (i - 1/2)h, c + (j - 1)h)\), respectively. However, the discrete indicator function \( H_{i,j} \) and the bulk surfactant concentration \( C_{i,j} \) are both defined at the cell center labeled as \( \mathbf{x}_i = (x_i, y_i) = (a + (i - 1/2)h, c + (j - 1/2)h) \). For the immersed interface, we use a collection of discrete points \( \alpha_k = k\Delta\alpha, k = 0, 1, \ldots, M \) such that the Lagrangian markers are denoted by \( \mathbf{X}_k = \mathbf{X}(\alpha_k) = (x_k, y_k) \). The discrete stretching factor \(|D_{\alpha}\mathbf{X}_k|\) and the unit tangent vector \( \mathbf{t}_k \) are also defined at the “half-integer” points \( \alpha_{k+1/2} = (k + 1/2)\Delta\alpha \), where the unit tangent can be approximated by

\[ \mathbf{t}_k = \frac{\mathbf{X}_{k+1} - \mathbf{X}_k}{|\Delta\alpha|}. \]

Once we have defined the unit tangent vector on the interface, the unit normal vector \( \mathbf{n}_k \) can be calculated straightforwardly. The surface concentration \( \Gamma_k \) is also defined at the “half-integer” points.

Let \( \Delta t \) be the time step size, and \( n \) be the superscript time step index. At the beginning of each time step, e.g., step \( n \), the variables \( \mathbf{X}^{n}_{k} \) and \( C^{n}_{k} \) are all given.

**Step 1: Compute the new interface position.** Since the velocity field \( \mathbf{u} \) is given through the computation, the first step is to interpolate the new velocity at the fluid lattice points into the marker points and to move the marker points to new positions.

\[ \mathbf{U}^{n+1}_{k} = \sum_{ij} u^{n+1}_{ij} \delta_h(x_{ij} - x^{n}_{k}) h^2, \quad \mathbf{X}^{n+1}_{k} = \mathbf{X}^{n}_{k} + \Delta t \mathbf{U}^{n+1}_{k}, \]

(14)

where \( \delta_h \) is a two-dimensional discrete delta function used in the immersed boundary method such as the one in [20,30].

**Step 2: Compute the indicator function.** Based on the new interface position \( \mathbf{X}^{n+1}_{k} \), one can compute the corresponding indicator function \( H^{n+1}_{k} \) by numerically solving Eq. (9) as

\[ \nabla^2 H^{n+1}_{k} = \nabla \cdot \left( \sum_{k} n^{n+1}_{k} \delta_h(x_{ij} - x^{n+1}_{k+1/2}) |D_{\alpha}\mathbf{X}^{n+1}_{k}| \Delta\alpha \right), \]

where \( \mathbf{X}^{n+1}_{k+1/2} = (\mathbf{X}^{n+1}_{k} + \mathbf{X}^{n+1}_{k+1})/2 \). The above discrete Poisson equation can be solved efficiently by a fast direct solver provided by the popular software package FISHPACK [3]. The detailed accuracy issue about solving Eq. (15) can be found in our recent work [8].

**Step 3: Compute the surface concentration.** As in [14], we first multiply Eq. (2) by the interface stretching factor and rewrite the equation in terms of the material coordinate explicitly to obtain

\[ \frac{\partial \Gamma}{\partial t} \frac{\partial \mathbf{X}}{\partial \alpha} + (\nabla \cdot \mathbf{u}) \frac{\partial \mathbf{X}}{\partial \alpha} = \frac{1}{Pe_s} \frac{\partial}{\partial \alpha} \left( \frac{\partial \Gamma}{\partial \alpha} \frac{\partial \mathbf{X}}{\partial \alpha} \right) + q_s \frac{\partial \mathbf{X}}{\partial \alpha}, \]

where \( q_s = (S_0/\lambda) C_s (1 - \Gamma) - S_d \Gamma \) represents the flux between surface and bulk concentration. Using the identity \( \frac{\partial}{\partial t} \frac{\partial \mathbf{X}}{\partial \alpha} = (\nabla \cdot \mathbf{u}) \frac{\partial \mathbf{X}}{\partial \alpha} \), the above equation becomes

\[ \frac{\partial \Gamma}{\partial t} \frac{\partial \mathbf{X}}{\partial \alpha} + \frac{\partial}{\partial \alpha} \left( \frac{\partial \mathbf{X}}{\partial \alpha} \right) = \frac{1}{Pe_s} \frac{\partial}{\partial \alpha} \left( \frac{\partial \Gamma}{\partial \alpha} \frac{\partial \mathbf{X}}{\partial \alpha} \right) + q_s \frac{\partial \mathbf{X}}{\partial \alpha}. \]

(16)

We then discretize the above equation by the following Crank–Nicholson scheme.

\[ \frac{\Gamma^{n+1}_{k} - \Gamma^{n}_{k}}{\Delta t} \frac{|D_{\alpha}\mathbf{X}^{n+1}_{k}|}{2} + \frac{|D_{\alpha}\mathbf{X}^{n}_{k}|}{2} = \frac{1}{2Pe_s} \frac{\partial}{\partial \alpha} \left( \frac{\partial \Gamma^{n+1}_{k}}{\partial \alpha} \right) \frac{|D_{\alpha}\mathbf{X}^{n+1}_{k}|}{2} \]

\[ + \frac{1}{2Pe_s} \frac{\partial}{\partial \alpha} \left( \frac{\partial \Gamma^{n}_{k}}{\partial \alpha} \right) \frac{|D_{\alpha}\mathbf{X}^{n}_{k}|}{2} + \frac{(S_0/\lambda) C_s (1 - \Gamma^{n+1}_{k}) |D_{\alpha}\mathbf{X}^{n+1}_{k}|}{2} + \frac{(S_0/\lambda) C_s (1 - \Gamma^{n}_{k}) |D_{\alpha}\mathbf{X}^{n}_{k}|}{2}. \]

(17)
The adjacent bulk concentration \( C^n_k \) and \( C^n_{k-1} \) in last term can be obtained through Eq. (12) as

\[
C^n_k = \sum_{ij} H^{n+1}_{ij} C^n_{ij}(\mathbf{x}_{ij} \cdot \mathbf{x}_{k+1/2}) h^2, \quad C^n_{k-1} = \sum_{ij} H^n_{ij} C^n_{ij}(\mathbf{x}_{ij} - \mathbf{x}_{k+1/2}) h^2,
\]

where \( \mathbf{x}_{k+1/2} = (\mathbf{x}^{n+1}_{k+1} + \mathbf{x}^{n+1}_{k})/2 \) since the surface concentration is defined at the material coordinate \( a_{k+1/2} \). Since the new interface marker location \( \mathbf{x}^{n+1}_{k+1} \) and the indicator function \( H^{n+1} \) are both obtained in previous steps, the above discretization results in a symmetric tri-diagonal linear system which can be solved easily. One should notice that the above surface concentration equation (16) and its numerical scheme (17) can be modified accordingly if the Lagrangian markers are required to be equally distributed. The detail of an equi-distributed technique for Lagrangian markers by adding an artificial tangential velocity can be found in our recent work [15].

**Step 4: Compute the bulk concentration.** The last step is to update the bulk concentration \( C \). We discretize the bulk concentration equation (10) by the following Crank–Nicholson scheme

\[
\frac{(HC)_{ij}^{n+1} - (HC)_{ij}^n}{\Delta t} + \nabla_h \cdot \left( \frac{(uHC)_{ij}^{n+1} + (uHC)_{ij}^n}{2} \right) = \frac{1}{P_e} \left( \nabla_h \cdot (H \nabla_h C)_{ij}^{n+1} + \nabla_h \cdot (H \nabla_h C)_{ij}^n \right) - Q_{ij}
\]

where \( Q_{ij} \) is the discrete version of the singular integral in Eq. (10) as

\[
Q_{ij} = \frac{1}{2} \sum_k \left( S_a C_k^n (1 - \Gamma_k^{n+1}) - S_d \lambda \Gamma_k^{n+1} \right) |D_a X_k^n| \delta_h (\mathbf{x}_{ij} - X_{k+1/2}^{n+1}) \Delta \alpha
\]

\[
+ \frac{1}{2} \sum_k \left( S_a C_k^n (1 - \Gamma_k^n) - S_d \lambda \Gamma_k^n \right) |D_a X_k^n| \delta_h (\mathbf{x}_{ij} - X_{k+1/2}^n) \Delta \alpha.
\]

The difference operator \( \nabla_h = (D_h^x \cdot D_h^y) \) is the regular centered difference approximation on the staggered grid to the gradient operator. For instance,

\[
D_h^x (uHC)_{ij} = \frac{u_{i+1/2,j} H_{i+1/2,j} C_{i+1/2,j} - u_{i-1/2,j} H_{i-1/2,j} C_{i-1/2,j}}{h},
\]

\[
D_h^y (H D_h^x C)_{ij} = \frac{H_{i+1/2,j}(C_{i+1,j} - C_{ij})/h - H_{i-1/2,j}(C_{i,j} - C_{i-1,j})/h}{h},
\]

where \( H_{i+1/2,j}, C_{i+1/2,j} \) are the approximate values defined at the cell edges that can be evaluated as the average of two neighboring values. One can define the difference approximation in the \( y \) direction \( D_h^y \) in the similar fashion.

One should notice that, since \( H = 0 \) in \( \Omega_0 \), to avoid the division by zero in above scheme, we regularize the indicator function \( H \) by using \( \sqrt{H^2 + \epsilon^2} \) instead of \( H \) itself where \( \epsilon \) is chosen about \( 10^{-6} \). This regularization is commonly adopted in literature such as in [25].

By taking the summation of Eq. (17) over the interface and using the periodicity of those quantities due to the fact of the closed interface, it leads to the following discrete rate of change of surface concentration

\[
\frac{1}{\Delta t} \left( \sum_k \Gamma_k^{n+1} |D_a X_k^{n+1}| \Delta \alpha - \sum_k \Gamma_k^n |D_a X_k^n| \Delta \alpha \right) = \sum_k \left( S_a C_k^n (1 - \Gamma_k^{n+1}) - S_d \lambda \Gamma_k^{n+1} \right) |D_a X_k^n| \delta_h (\mathbf{x}_{ij} - X_{k+1/2}^{n+1}) \Delta \alpha.
\]

Similarly, by taking the summation of Eq. (18) over the whole computational domain and applying the discrete boundary conditions of velocity and bulk concentration \( u \cdot n_1 = 0, \nabla_h C \cdot n_1 = 0 \) on \( \partial \Omega \), we then obtain

\[
\frac{1}{\Delta t} \left( \sum_{ij} (HC)_{ij}^{n+1} h^2 - \sum_{ij} (HC)_{ij}^n h^2 \right) = - \sum_k \left( S_a C_k^n (1 - \Gamma_k^{n+1}) - S_d \lambda \Gamma_k^{n+1} \right) |D_a X_k^n| \delta_h (\mathbf{x}_{ij} - X_{k+1/2}^n) h^2
\]

where we use the discrete analogue of the delta function integral identity

\[
\sum_{ij} \delta_h (\mathbf{x}_{ij} - X_{k+1/2}) h^2 = 1.
\]

By combining the above two summations, we have proved the following discrete conservation for the total surfactant mass as
\[ \sum_{ij} (HC)_{ij}^{n+1} h^2 + \lambda \sum_k I_k^{n+1} |D_\alpha X_k^{n+1}| \Delta \alpha = \sum_{ij} (HC)_{ij} h^2 + \lambda \sum_k I_k^n |D_\alpha X_k^n| \Delta \alpha. \] (20)

4. Navier–Stokes flow with soluble surfactant

Consider an incompressible flow problem consisting of two-phase fluids in a fixed two-dimensional square domain \( \Omega = \Omega_0 \cup \Omega_1 \) where an interface \( \Sigma \) separates \( \Omega_0 \) from \( \Omega_1 \) as illustrated in Fig. 1. As in previous section, it is assumed that the surfactant exists on the interface as a monolayer and is adsorbed from or desorbed to the bulk fluid in \( \Omega_1 \); that is, the surfactant is soluble in the exterior bulk but not in the interior one. The interface is contaminated by the surfactant so that the distribution of the surfactant changes the surface tension accordingly. In order to formulate the problem using the immersed boundary approach, we simply treat the interface as an immersed boundary that exerts force to the fluids so that the distribution of the surfactant changes the surface tension accordingly. In order to formulate the problem using the Langmuir equation of state [22] describing the ratio between the inertial force and the viscous force, and the Capillary number (\( \text{ReCa} = \mu U_\infty / \sigma_\infty \)) describing the strength of the surface tension. The presence of surfactant will reduce the surface tension of the interface by the coveted expression.

\[ \sum_{ij} (HC)_{ij} h^2 + \lambda \sum_k I_k |D_\alpha X_k| \Delta \alpha = \sum_{ij} (HC)_{ij} h^2 + \lambda \sum_k I_k |D_\alpha X_k| \Delta \alpha. \]

As in [14], the non-dimensional Navier–Stokes flow in the usual immersed boundary formulation can be written as

\[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p = \frac{1}{\text{Re}} \nabla^2 \mathbf{u} + \frac{f}{\text{Re}\text{Ca}}, \] (21)
\[ \nabla \cdot \mathbf{u} = 0, \] (22)
\[ f(x, t) = \int_\Sigma F(\alpha, t) \delta(x - X(\alpha, t)) d\alpha, \] (23)
\[ \frac{\partial X(\alpha, t)}{\partial t} = U(\alpha, t) = \int_\Omega \mathbf{u}(x, t) \delta(x - X(\alpha, t)) dx, \] (24)
\[ F(\alpha, t) = \frac{\partial}{\partial \alpha} (\sigma(\alpha, t) \mathbf{t}(\alpha, t)) \] (25)

where \( \mathbf{u} \) is the fluid velocity and \( p \) is the pressure. The dimensionless numbers are the Reynolds number (\( \text{Re} = \rho U_\infty R / \mu \)) describing the ratio between the inertial force and the viscous force, and the Capillary number (\( \text{Ca} = \mu U_\infty / \sigma_\infty \)) describing the strength of the surface tension. The presence of surfactant will reduce the surface tension of the interface by the Langmuir equation of state [22]

\[ \sigma = 1 + \text{El} \ln(1 - \Gamma), \] (26)

where \( \sigma \) is the surface tension, and \( \text{El} \) is the elasticity number measuring the sensitivity of the surface tension to the surfactant concentration. Since the surfactant is soluble in \( \Omega_1 \), we need to solve the coupled surface-bulk concentration equations (2)–(4) to close the system.

In the following, we describe how to march one time step for the solutions. At the beginning of each time step, the interface position, the fluid velocity, the surface and bulk concentrations must be given. The numerical algorithm is as follows.

1. Compute the surface tension and unit tangent on the interface.
2. Distribute the external force from the Lagrangian markers into the fluid.
3. Solve the Navier–Stokes equations by the projection method.
4. Interpolate the new velocity on the fluid lattice points onto the marker points and move the marker points to new positions as shown in Eq. (14).
5. Compute the indicator function as Eq. (15).
6. Compute the surface surfactant concentration using the scheme of Eq. (17).
7. Compute the bulk surfactant concentration using the scheme of Eq. (18).

Note that, the detailed numerical implementation of first four steps is quite standard in immersed boundary method and can be found in any related literature. Here, we just use the same solver as in our previous work [14]. The last four steps are exactly the same four steps shown in previous section.

5. Numerical results

In order to validate our numerical scheme described in previous sections, we perform a series of tests to check if our code is implemented correctly. Since we have detailed discussions on the numerical conservation of surface concentration in our previous work [14], here we focus on the numerical solution of bulk concentration and its coupling with the surface. Throughout this section, we choose the dimensionless adsorption depth \( \lambda = 1 \) which refers approximately to a drop of micron in glycerol/water solutions of the polyethoxylate surfactant \( C_{12}E_5 \) [21]. The computational domain is chosen as \( \Omega = [-1, 1] \times [-1, 1] \); unless stated otherwise.
5.1. Bulk diffusion with a fixed interface

As the first test, we consider the diffusion of surfactant in the exterior bulk phase $\Omega_1$. The interface (the inner boundary of $\Omega_1$) is fixed and chosen as a circle centered at $(x_0, y_0) = (0, 0)$ with radius $r_0 = 0.3$. To consider only the bulk diffusion, we set the velocity to be zero and turn off the bulk and surface coupling; that is, we solve Eqs. (3)–(4) with $u = 0$ and $S_u = S_d = 0$. We also set the Peclet number $Pe = 100$. The initial bulk concentration is set as

$$C(x, y, 0) = \begin{cases} 
0.5 + 0.4 \cos(\pi x) \cos(\pi y) & \text{if } r > 2.5r_0, \\
\bar{C} + (0.4 \cos(\pi x) \cos(\pi y) + 0.5 - \bar{C}) w(r) & \text{if } r_0 \leq r \leq 2.5r_0, \\
0 & \text{otherwise.}
\end{cases}$$

(27)

where the function

$$w(r) = \frac{1}{2} \left(1 - \cos\left(\frac{(r - r_0)^2}{1.5r_0^2}\right)\right)$$

(28)

with $r = \sqrt{(x - x_0)^2 + (y - y_0)^2}$, and $\bar{C}$ is the concentration value at the interface. Here, we choose $\bar{C}$ as the average value of the function $0.5 + 0.4 \cos(\pi x) \cos(\pi y)$ along the interface $r = r_0$. Note that, by the choice of $w(r)$, one can immediately check that this initial condition satisfies the boundary condition Eq. (4) since $w(r_0) = w'(r_0) = 0$.

We first carry out the convergence study of the present scheme. Here, we perform different computations with varying grid numbers $N \times N$. $N = 64, 128, 256, 512, 1024$ in $\Omega = [-1, 1] \times [-1, 1]$ so the spatial mesh width is $h = 2/N$. The Lagrangian marker width is chosen as $\Delta x \approx h/2$ and the time step size is $\Delta t = h/8$. The solutions are computed at time $T = 0.5$. Since the analytical solution is not available in these simulations, we compute the error between two successive grids denoted by $\| (HC)_{2N} - (HC)_N \|$, so the rate of convergence can be computed as $\text{rate} = \log_2 \frac{\| (HC)_{2N} - (HC)_N \|}{\| (HC)_{2N} - (HC)_{N/2} \|}$. Table 1 shows the $L_2$ and $L_1$ errors and their convergent rates for the bulk concentration. One can see that the rate of convergence is averagely first-order which is a typical accuracy behavior using the immersed boundary method [20].

Fig. 2 shows the bulk concentration along the horizontal line $y = 0$ at different times using the grid number $N = 256$. One can see that inside the interface, the bulk concentration is almost zero which reflects the insolubility to the region $\Omega_0$. Meanwhile, the surfactant diffuses gradually as time evolves in these plots. To see if the total surfactant mass is conserved in the domain, we plot the relative error defined by $\frac{M_t - M_0}{M_0}$, where $M_0$ is the initial total surfactant mass while $M_t$ is the total mass computed at time $t$. The upper panel of Fig. 3 shows the time evolutionary plot of the total mass relative error. One can see that the error is in the magnitude of $10^{-13}$ which indicates that the present scheme has excellent conservation property.

Although in the plots of Fig. 2, the bulk concentration is indistinguishable zero inside the interface; however, there is still an $O(\epsilon)$ amount of mass leaking into the region $\Omega_0$. In the lower panel of Fig. 3, we show the time evolutionary plot of the relative error for the leaking mass inside the interface. Here, the relative error is defined as $\frac{M_t - M_0}{M_0}$, in which the leaking mass $M_t$ is computed by $M_t = \sum_i (HC)_{ij} h^2$ where $H_{ij} < 0.01$. Note that, the present relative error is within $10^{-5}$ which is only about 0.001%.

We attribute this mass leakage to the regularization of the indicator function. To further illustrate the dependence of regularization parameter $\epsilon$ on the effect of numerical leakage error, we test three different choices of $\epsilon = 10^{-6}, 0.1h$ and $0.1h^2$ as shown in Table 2. The errors are all computed up to time $T = 0.5$. One can see that all three cases show similar first-order convergence as the mesh is refined. Meanwhile, the errors of $\epsilon = 10^{-6}$ and $\epsilon = 0.1h^2$ are both comparable, and are better than the choice of $\epsilon = 0.1h$. Throughout the rest of computations, we therefore simply use $\epsilon = 10^{-5}$.

### Table 1

The $L_2$ and $L_1$ errors and their convergent rates for the bulk diffusion with a fixed interface at $T = 0.5$.

<table>
<thead>
<tr>
<th>$N \times N$</th>
<th>$| (HC)_{2N} - (HC)_N |_2$</th>
<th>rate</th>
<th>$| (HC)_{2N} - (HC)_N |_1$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 $\times$ 64</td>
<td>2.034E$-02$</td>
<td>-</td>
<td>1.042E$-02$</td>
<td>-</td>
</tr>
<tr>
<td>128 $\times$ 128</td>
<td>1.621E$-02$</td>
<td>0.3270</td>
<td>4.781E$-03$</td>
<td>1.1243</td>
</tr>
<tr>
<td>256 $\times$ 256</td>
<td>1.094E$-02$</td>
<td>0.5679</td>
<td>2.496E$-03$</td>
<td>0.9376</td>
</tr>
<tr>
<td>512 $\times$ 512</td>
<td>3.880E$-03$</td>
<td>1.4951</td>
<td>2.960E$-04$</td>
<td>3.0757</td>
</tr>
</tbody>
</table>

### Table 2

The convergent study of numerical leakage relative error $\frac{M_t - M_0}{M_0}$ at $T = 0.5$ for three different regularization parameter $\epsilon$.

<table>
<thead>
<tr>
<th>$N \times N$</th>
<th>$\epsilon = 10^{-6}$</th>
<th>rate</th>
<th>$\epsilon = 0.1h$</th>
<th>rate</th>
<th>$\epsilon = 0.1h^2$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 $\times$ 64</td>
<td>1.7175E$-05$</td>
<td>-</td>
<td>1.4376E$-04$</td>
<td>-</td>
<td>2.1261E$-05$</td>
<td>-</td>
</tr>
<tr>
<td>128 $\times$ 128</td>
<td>1.2707E$-05$</td>
<td>0.4346</td>
<td>8.1861E$-05$</td>
<td>0.8124</td>
<td>1.3810E$-05$</td>
<td>0.6225</td>
</tr>
<tr>
<td>256 $\times$ 256</td>
<td>7.040E$-06$</td>
<td>0.8518</td>
<td>4.3141E$-05$</td>
<td>0.9241</td>
<td>7.3290E$-06$</td>
<td>0.9142</td>
</tr>
<tr>
<td>512 $\times$ 512</td>
<td>3.3182E$-06$</td>
<td>1.0853</td>
<td>2.1641E$-05$</td>
<td>0.9953</td>
<td>3.3904E$-06$</td>
<td>1.1119</td>
</tr>
</tbody>
</table>
Fig. 2. The bulk concentration along the horizontal line $y = 0$ at different times.

Fig. 3. Upper panel: The time evolutionary plot of total mass relative error. Lower panel: The time evolutionary plot of leaking mass relative error inside the interface.
5.2. Bulk convection–diffusion with a moving interface

In second test, we use the same initial setup as the first test but add the convection effect into the equation. The flow and the interface are now moving with a prescribed incompressible velocity field \( \mathbf{u} = (u, v) \) as

\[
\begin{align*}
  u &= -\frac{1}{2} \left( 1 + \cos(\pi x) \right) \sin(\pi y), \\
  v &= \frac{1}{2} \left( 1 + \cos(\pi y) \right) \sin(\pi x).
\end{align*}
\]

(29)

The center of the circular interface is shifted to the point of \((x_0, y_0) = (0.1, 0)\) initially so that the asymmetric flow can be developed.

Table 3 shows the mesh refinement analysis of the bulk concentration in \( \Omega \). Again, one can see that the rate of convergence is first-order even with a moving interface.

Fig. 4 shows the bulk concentration at different times. The left column shows the contour plots of bulk concentration and the instantaneous interface positions. The right column of the figure shows the concentration plots along the horizontal line \( y = 0 \). The dashed line in the first right plot denotes the initial bulk concentration along \( y = 0 \).
line $y = 0$. One can see that the flow is asymmetric and both convection and diffusion indeed have apparent effects on the distribution of bulk concentration. Fig. 5 shows the relative errors for total mass in $\Omega$ and leaking mass into $\Omega_0$. Again, the total surfactant mass (upper panel) is conserved almost as well as the first test and the leaking mass error is still controlled within 0.002%. Note that, the oscillatory behavior of the latter error is due to the convection of the flow.

5.3. Surface-bulk coupling with a moving interface

In this test, we consider the surface-bulk coupling of the system with a moving interface; that is, we need to solve the coupling equations (2)–(4) with the prescribed velocity $u$ defined in Eq. (29). Here, we choose the Peclet numbers $Pe = Pe_0 = 100$ and the adsorption and desorption Stanton numbers as $S_a = S_d = 1.0$. As previously, the initial interface is a circle with the center located at $(x_0, y_0) = (0.1, 0)$ and the radius $r_0 = 0.3$. The initial bulk concentration is defined as

$$ C(x, y, 0) = \begin{cases} 
0.5(1 - x^2)^2 & \text{if } r > 2.5r_0, \\
0.5(1 - x^2)^2 w(r) & \text{if } r_0 \leq r \leq 2.5r_0, \\
0 & \text{otherwise}
\end{cases} $$

(30)

where the function $w(r)$ is defined as same as Eq. (28). We also set the initial surface concentration to be identically zero (i.e. $\Gamma(\alpha, 0) = 0$) so that significant surface absorption can be observed near the interface. As before, by the choice of $w(r)$, the initial bulk and surface concentrations satisfy the boundary condition Eq. (4). Table 4 shows the mesh refinement analysis of the bulk and surface concentrations in $L_2$ norm. One can see that the rate of convergence is roughly first-order for both bulk and surface concentrations.

Fig. 6 shows the bulk concentration at different times based on the results of grid number $N = 256$. The upper panel shows the contour plots of bulk concentration and the instantaneous interface positions. The lower left column of the figure shows the bulk concentration plots along the horizontal line $y = 0$, while the lower right column shows the surface concentration along the interface. Since the total mass is conserved, the bulk concentration decreases while the surface concentration increases significantly due to the surface adsorption process. The relative errors for total mass in $\Omega$ and leaking mass into $\Omega_0$ are shown in Fig. 7. Again, the total surfactant mass is conserved as well as before and the leaking mass error is controlled within 0.0005%.

![Fig. 5. Upper panel: The time evolutionary plot of total mass relative error. Lower panel: The time evolutionary plot of leaking mass relative error inside the interface.](image_url)
Fig. 6. Upper panel: The bulk concentration contour plots and the interface positions. Lower left: The bulk concentration plots along the horizontal line $y = 0$. The dashed line in the first plot denotes the initial bulk concentration. Lower right: The surface concentration along the interface is plotted in counter-clockwise direction starting from the point marked by “◦”.

Table 4
The $L_2$ errors and their convergent rates for the bulk and surface concentrations at $T = 0.5$.

$$\begin{array}{cccc}
N \times N & \| (HC)^N_1 - (HC)^N_2 \|_2 & \text{rate} & \| (\Gamma)^N_2 - (\Gamma)^N_1 \|_2 & \text{rate} \\
64 \times 64 & 1.9479E-03 & - & 1.9404E-04 & - \\
128 \times 128 & 8.5982E-04 & 1.1798 & 5.2554E-05 & 1.8911 \\
256 \times 256 & 4.3928E-04 & 0.9689 & 1.5999E-05 & 1.7158 \\
512 \times 512 & 1.2794E-04 & 1.7796 & 5.2204E-06 & 1.6157 \\
\end{array}$$
5.4. A freely oscillating drop

We now consider a freely oscillating drop immersed in a quiescent flow domain $\Omega = [-1, 1] \times [-1, 1]$ as our first numerical test for Navier–Stokes flow with soluble surfactant. Since the flow is quiescent initially, the initial velocity of Navier–Stokes is zero everywhere, and the no-slip boundary conditions are imposed on the computational boundary. The initial drop interface is an ellipse defined as $X(\alpha, 0) = (0.6 \cos \alpha, 0.15 \sin \alpha)$, $0 \leq \alpha \leq 2\pi$. Unlike the previous tests, we now set the initial bulk concentration in $\Omega_1$ (outside of the ellipse) to be a constant $\bar{C}_i$, i.e. $C(x, y, 0) = \bar{C}_i$ in $\Omega_1$. The bulk surfactant adjacent to the interface $C_s(\alpha)$ is naturally equal to $\bar{C}_i$ which leads to zero Neumann condition $\frac{\partial C_s}{\partial n} = 0$ along the interface. We then choose the initial surface concentration $\Gamma(\alpha, 0)$ to be another constant $\bar{\Gamma}$ such that $(S_d/\lambda)\bar{C}_i(1 - \bar{\Gamma}) = S_d \bar{\Gamma}$. Based on the above choices of the initial bulk and surface concentrations, one can immediately see those initial conditions satisfy the boundary conditions in Eq. (4). Here, we choose the dimensionless absorption length as $\lambda = 1$, and the absorption and desorption numbers as $S_a = 3$ and $S_d = 1$, respectively. We also choose the initial bulk constant $\bar{C}_i = 0.5$ which leads the initial surface concentration constant to be $\bar{\Gamma} = 0.6$. Other dimensionless numbers are chosen as $Pe = 10$, $Re = 100$, $Ca = 2$, and $El = 0.5$.

As before, we first carry out a convergence study of the present numerical scheme described in Section 4. Here, we perform four different computations with varying grid numbers $N = 64, 128, 256, 512$. The Lagrangian marker width is chosen as $\Delta\alpha = h/2$ and the time step size is $\Delta t = h/8$. Since the analytical solution is not available in these simulations, we compute the $L_2$ error between two successive grids and the rate of convergence is computed as in previous examples. Table 5 shows the mesh refinement analysis of the bulk and surface concentration, and the velocity field at $T = 0.5$. One can see that the rate of convergence still behaves like first-order. The time evolutionary plots of relative errors for the total mass and the leaking mass inside the interface are similar to those in previous tests so we omit here.

Next, we make the comparison of a freely oscillating drop in a quiescent flow with a soluble and insoluble surfactant. Note that, for the insoluble surfactant case, there is no surface-bulk coupling thus no need to solve the bulk concentration Eq. (3). Fig. 8 shows the comparison between insoluble (denoted by dash-dotted line) and soluble (denoted by solid line)
cases for a freely oscillating drop based on the results of grid number $N = 256$. The upper panel shows the interface positions at different times, while the lower left and right show the bulk concentration along $y = 0$ (soluble case only) and surface concentrations, respectively. It is important to mention that due to the shrinkage of the interface (the total perimeter of the interface becomes smaller), the surface concentration for the insoluble case is generally higher than the initial constant concentration $\bar{\Gamma}$. Here, the surface concentrations are plotted in terms of initial configuration coordinate $\alpha$ rather than the arc-length coordinate.

Due to the surface tension force, the drop tends to oscillate until it reaches to a stationary circular shape. For the soluble case, the surface surfactant will be desorbed into the neighboring bulk region (see the lower left panel) so the bulk concentration is higher near the interface while the surface concentration is lower than the one of the insoluble case (see
5.5. A drop under shear flow

As a final test, we put a circular drop centered at the origin with radius $r_0 = 0.3$ initially in the domain $\Omega = [-1, 1] \times [-1, 1]$ under shear flow. The initial and boundary conditions for the velocity used in this simulation are based on the setup of Tornberg et al. in [27]. That is, the velocity boundary conditions are $u = \pm 1$, $v = 0$ at $y = \pm 1$, respectively and $u$, $v$ are both periodic at $x = \pm 1$. As also suggested in [27], we set the initial velocity as the quiescent flow to avoid unrealistic flow interior to the drop during the transition caused by using the linear velocity initially. That is, the flow is set to motion simply by the boundary shear. The boundary conditions for the bulk concentration equation are chosen as $\frac{\partial C}{\partial y} = 0$ at $y = \pm 1$.

Fig. 9. The interface positions of clean (denoted by "--") and soluble (denoted by "-") interfacial flows for a drop under shear flow.

the lower right panel). As a result, the surface tension will not be reduced as much as in the insoluble case so the drop with soluble surfactant tends to oscillate faster than the insoluble case. Our numerical simulation confirms the above drop behaviors qualitatively.
and are periodic at $x = \pm 1$ to be consistent with the flow conditions. Therefore, the total surfactant mass is still conserved in this case. The initial bulk concentration is defined as

$$C(x, y, 0) = \begin{cases} 
\frac{\sin^2(\pi x)}{\sin^2(\pi x) w(r)} & \text{if } r > 2.5r_0 \\
0 & \text{if } r_0 \leq r \leq 2.5r_0 \\
0 & \text{otherwise}
\end{cases}$$

where the function $w(r)$ is defined as same as Eq. (28). We also set the initial surface concentration to be identically zero (i.e. $\Gamma(\alpha, 0) = 0$) so that significant surface absorption can be expected near the interface. As before, by the choice of $w(r)$, the initial bulk and surface concentrations satisfy the boundary condition Eq. (4) at the interface $r = r_0$ because
of \( w(r_0) = w'(r_0) = 0 \). Other dimensionless numbers are \( \lambda = 1, S_d = 3, S_d = 1, Pe = 10, Pe_s = 100, Re = 10, Ca = 4/3, \) and \( El = 0.5 \).

As in previous test, we first perform four different computations by varying grid number \( N = 64, 128, 256, 512 \) with the associated mesh width \( h = 2/N \). The Lagrangian marker width is chosen as \( \Delta \alpha \approx h/2 \) and the time step size is \( \Delta t = h/8 \). Table 6 shows the mesh refinement analysis of the bulk and surface concentrations, and the velocity field at \( T = 0.5 \). One can see that again the rate of convergence behaves like first-order in general.

Fig. 9 shows the evolutionary interface positions of clean (denoted by dash-dotted line) and soluble surfactant (denoted by solid line) cases for a drop under shear flow based on the results of grid number \( N = 256 \). The clean drop bears no surfactant along the interface throughout the evolution so no bulk and surface surfactant equations are needed to be solved and the surface tension remains to be a constant \( \sigma = 1 \). (Note that, we use the clean drop as a comparison simply because of zero initial surface concentration is chosen in present setting.) Due to shear stresses, both drops will be elongated and gradually aligned with the flow directions. For the soluble case, the interface will start to absorb the bulk surfactant so the bulk concentration decreases while the surface concentration increases in the beginning, see Fig. 10 in detail. Later, both absorption and desorption processes become more balanced so the bulk and surface concentrations become quite steady. As expected, the largest surface concentration appears to occur at the drop tips after the drop aligned with the flow. The drop with soluble surfactant has smaller surface tension than the clean drop so the deformation tends to be larger. One can see from Fig. 9 that the clean drop approaches to a steady state shape after \( T = 9.0 \) while the soluble surfactant drop continues to deform slightly afterwards. Our numerical results are physically reasonable and qualitatively consistent with those obtained in other literature such as in [26].
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