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Abstract—Distributed Computing Systems (DCS) have become a major trend in computer system design today, because of their high speed and reliable performance. Reliability is an important performance parameter in DCS design. In the reliability analysis of a DCS, the term of K-Node Reliability (KNR) is defined as the probability that all nodes in K (a subset of all processing elements) are connected.

In this paper, we propose a simple, easily programmed heuristic method for obtaining the optimal design of a DCS in terms of maximizing reliability subject to a capacity constraint. The first part of this paper presents a heuristic algorithm which selects an optimal set of K-nodes that maximizes the KNR in a DCS subject to the capacity constraint. The second part of the paper describes a new approach that uses a K-tree disjoint reduction method to speed up the KNR evaluation. Compared with existing algorithms on various DCS topologies, the proposed algorithm finds a suboptimal design much more efficiently in terms of both execution time and space than an exact and exhaustive method for a large DCS.
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1. INTRODUCTION

Distributed Computing Systems (DCS) have become increasingly popular in recent years, for the advent of VLSI technology and low-cost microprocessors has made distributed computing economically practical in today’s computing environment. The DCS provides potential increases in reliability, throughput, fault tolerance, resource sharing, and extendibility [1,2]. Achieving increases in these performance characteristics, however, requires careful design to increase the reliability of a DCS. A DCS has been defined as a collection of nodes at which reside computing resources that communicate with each other via a set of links [3]. Large scale DCSs are coming into use primarily because of the economy achieved through resource sharing [4]. The main objective of a DCS is to provide efficient communication among various nodes in order to increase their utility and to make their service available to more users [5]. One of the fundamental considerations in designing such systems is that of system reliability, which strongly depends on the topological layout of the communication links [6]. Reliability is a very good measure of DCS performance if all the needed network users are to be connected with each other. Several DCS reliability
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measures have been defined and associated evaluation methods have been developed. One of 
these distributed system reliability measure [6–8], K-Node Reliability (KNR), is adopted in this 
paper, KNR is defined to be the probability that all K (a subset of the processing elements) 
nodes in the DCS can be run successfully. A DCS may be modelled by a graph in which the 
nodes correspond to the file servers and the edges to the communication links.

Several heuristic methods [9–11] have been proposed for obtaining an optimal network topology 
that gives the maximum overall reliability of a given computer communication network. All of 
the proposed methods find an approximate solution, because as the number of links increases, 
the number of possible layouts of the links grows faster than exponentially. To date, the problem 
of maximizing the reliability of a DCS under a capacity constraint have been considered by [12].

In this paper, we present a heuristic algorithm for maximizing reliability by the node select 
problem to obtain an optimal design DCS. In the second part of the paper, we present a new 
method for computing KNR based on a K-tree disjoint reduction method. The method is simple 
and easy to program. This algorithm may be useful when the system under consideration is very 
large and when any near optimal solution serves the purpose.

The organization of the rest of this paper is as follows. In Section 2, the problem statement, 
notation, and definitions that will be used throughout this paper are given. Section 3 presents 
the mathematical formulation of the problem. The heuristic algorithm with the K-tree disjoint 
reduction method are proposed in Section 4. In Section 5, simulation and analyses of the heuristic 
algorithm with the K-tree disjoint reduction method is discussed. Section 6 concludes the paper.

2. PROBLEM STATEMENT, NOTATION AND DEFINITIONS

Problem Statement. The method suggested here can be characterized as follows:

**Given.**
- Network topology.
- The reliability of each communication link.
- The capacity of each node installed.
- Each node is perfectly reliable.
- Each link is either in the working (ON) state or failed (OFF) state.

**Constraint.** The total capacity constraint on the DCS.

**Goal.** Maximize reliability for optimal design of a DCS.

**Notation and Definitions.** The notation and definitions used in the rest of the paper are 
summarized here.

\[
G(N, L) \quad \text{an undirected DCS graph in which the set of nodes } N \text{ represents the PEs and the links } L \text{ represent the communication links} \\
N_i \quad \text{a node representing a processing element } i \\
L_i \quad \text{an edge representing a communication link } i \\
X_i \quad \text{a decision node, } X_i = 1 \text{ if } i \text{ is selected, else } X_i = 0 \\
X^* \quad \text{denote the first vector following } X \text{ in the numerical ordering that has the property that } X \leq X^* \\
S_i \quad \text{the } i^{th} \text{ node select to add to the starting node set} \\
X = \{X_1, X_2, X_3, \ldots, X_n\} \quad \text{the set of decision nodes, } X_i = 0 \text{ or } 1, i = 1, 2, \ldots, n \\
X_e \quad \text{the starting node of the DCS} \\
C_i \quad \text{the capacity of the } i^{th} \text{ node} \\
G_s \quad \text{the capacity constraint in a DCS} \\
G_x \quad \text{denotes the graph } G \text{ with } X \text{-node specified} \\
R(G_x) \quad \text{the reliability of } X\text{-node solution of the DCS graph } G \\
R(G_k) \quad \text{the reliability of } K\text{-nodes solution of the DCS graph } G \\
eg_i \quad \text{the } i^{th} \text{ edge of DCS} \\
X^+ \quad \text{denotes the vector which has current optimal solution } R(G_x) \\
R^+ \quad \text{denotes the current optimal reliability solution}
\]
DEFINITION 1. A \textit{K-tree} is a tree of $G$ covering all nodes of $K$ such that its pendant nodes are in $K$.

DEFINITION 2. \textbf{K-Node Reliability (KNR)} is defined as the probability of successful communication, i.e., all $K$-nodes (a subset of all the processing elements, $K \geq 2$) in a DCS are connected by working edges.

DEFINITION 3. A \textbf{K-node DCS reliability problem} is the problem of computing $R(G_k)$. The problem is a member of the class of number $K$-complete problems, which is a class of NP-hard problems not known to be in $NP$.

3. \textbf{MATHEMATICAL FORMULATION OF THE PROBLEM}

The problem considered in this paper may be stated as follows: Determine an optimal DCS that gives maximum reliability with the given capacity constraint. In other words, we are to find a set of $K$-nodes from the given set of $N$ nodes which constitutes an optimal DCS in that KNR is maximized, and the total capacity satisfies the needed total capacity constraint. Consider the simple optimal DCS problem stated mathematically as follows:

\[
\text{Maximize } R(G_k) \\
\text{subject to: } \sum_{X_i \in K} C_i X_i \geq C_s.
\]

To find an optimal solution, we do not consider an exhaustive method, since it is too time-consuming, instead, the exact algorithm to find an optimal solution by finding maximum reliability $K$-nodes and executing only a portion of all the combinations. The exact algorithm is given below.

\textbf{STEP 1.} Determine whether the count number has overflowed. If $X > \text{overflow}_X$ then stop; otherwise go to the next step.

\textbf{STEP 2.} Compare the capacity $\sum^{n}_{i=1} C_i (X^*-1)_i$ with capacity constraint $C_s$. If $\sum^{n}_{i=1} C_i (X^*-1)_i < C_s$, then substitute $X$ for $X^*$ and go to back to Step 1, else go to the next step.

\textbf{STEP 3.} Compare the capacity $\sum^{n}_{i=1} C_i X_i$ with capacity constraint $C_s$. If $\sum^{n}_{i=1} C_i X_i < C_s$, then $X = X + 1$ and go to back to Step 1, else go to the next step.

\textbf{STEP 4.} Compare the vector partial ordering $X$ with $X^\wedge$. If $X \geq X^\wedge$, then $X$ is substituted for $X^*$ and go to back to Step 1, else go to the next step.

\textbf{STEP 5.} Compute reliability $R(G_x)$ and compare with current optimal solution $R^\wedge$. If $R(G_x) > R^\wedge$, then substitute $R^\wedge$ for $R(G_x)$ and $X^\wedge$ for $X$, else substitute $X$ for $X^*$ and go to back to Step 1.

\textbf{STEP 6.} Continue loop until $X$ overflow. Then the last $R(G_x^\wedge)$ reliability computed with the SYREL [13] is obtained for our $K$-node reliability and $X^\wedge$ is obtained for our optimal node vector.

The exact method is illustrated below by a numerical example. Consider the six node DCS with eight links depicted in Figure 1. Here our problem is to determine an optimal DCS which includes some of the nodes $X_1, X_2, \ldots, X_6$, whose total capacity exceeds the capacity constraint of 70 units. The optimization can be formulated as the following mathematical problem:

\[
\text{Maximize } R(G_k) \\
\text{subject to: } \sum_{X_i \in K} C_i X_i \geq 70.
\]
Using a C computer program based on the proposed algorithm, an optimal DCS was obtained by an Intel-486 personal computer in 3 clock cycles of execution time. The optimal $K$-DCS topology with node vector $(X_1, X_2, X_3, X_5)$ was found in the DCS with maximum reliability of 0.7628 and total capacity of 70 units. The evaluation count was only 17, compared with a count of 64 for the exhaustive method. This is a rather modest reduction in computing, but a much greater execution time will be spent in problems with a larger DCS. Although an exact method [12] provides an optimal solution, it cannot effectively reduce the problem space. Sometimes an application requires a fast way to compute reliability because of its resource considerations. In this situation, obtaining the optimal reliability may not be the best idea, instead, a fast method providing near optimal reliability computation may be better. In real cases, most DCSs are large, and as the number of nodes increases, the execution time needed to obtain a solution grows exponentially. So to reduce the total execution time for optimal design of a DCS, we were motivated to develop a heuristic algorithm using the $K$-tree disjoint reduction method to reduce the execution time needed to compute KNR when the DCS under consideration is very large.

4. THE PROPOSED HEURISTIC ALGORITHM AND $K$-TREE DISJOINT REDUCTION METHOD

Obviously, the problem for a large DCS, such as a metropolitan area network, requires a great deal of execution time. Our problem is to propose a good heuristic using the $K$-tree disjoint reduction method so that the DCS can provide the desired performance. Because of computational advantages, a heuristic method may be preferred to an exact method when the DCS is large. A number of greedy algorithms for computer communication networks have already been proposed by Aggarwal et al. [9–11]. The main drawback of their approach is that it requires the generation of spanning trees, many of which are never used subsequently, because of the cost constraint. A good deal of computer time is thus wasted.

In this section, we suggest a heuristic algorithm for large DCS problems that largely avoids unnecessary generation of spanning trees. We regard the DCS as a weighted graph, in which the weight of each node represents its capacity, and generate $K$-node disjoint terms using a $K$-tree disjoint reduction method to obtain KNR. The proposed heuristic algorithm is as follows.

**Heuristic Algorithm**

The algorithm consists of six steps:

**STEP 0.** Initialization, read system parameters.

**STEP 1.** Choose any one node as a starting node $X_s$ and compute the reliability of the starting node to other nodes $R(G_k)$ using SYREL [13].

**STEP 2.** Take the sum of the node capacity of both the starting node and the other nodes $\sum_{X_t \in K} C_t X_t$. 

Figure 1. A six-node distributed computing system.
STEP 3. Select the node $X_i$ with the maximum $[R(G_k) \cdot \sum_{x_i \in K} C_i X_i]$ and add to the next starting node set.

STEP 4. Use the $K$-tree disjoint reduction method to reduce immediately disjoint terms and call SYREL [13] to compute the KNR of the next starting node set.

STEP 5. Repeat Step 1 to Step 4 until the total capacity of the starting node set exceeds the capacity constraint. Then output the last starting node set and the maximum reliability.

The operation of the heuristic algorithm is illustrated in Figure 2. We determine the optimal design of a DCS that maximizes KNR, iff the total capacity of the corresponding starting node set satisfies the given capacity constraint.

The $K$-Tree Disjoint Reduction Method

Several reliability measures have been studied by researchers in the context of DCSs, including source-to-multiple-terminal reliability (SMT) [3], the survivability index [14], computer network reliability [15], and multiterminal reliability [16]. SMT and computer network reliability are popular and useful measures for DCSs. The problem with the survivability index is that the computation time for this index is prohibitively large, even for relatively small networks [14]. The multiterminal reliability algorithm works well as long as there are not too many alternate paths between source and destination pairs. However, these reliability analyses are not directly applicable to the reliability analysis of DCSs without appropriate modification.

In this paper, to speed up the proposed heuristic algorithm, we present a new reliability evaluation method, which we call the $K$-tree disjoint reduction method, that employ different concept to efficiently compute the KNR. It is based on the $K$-tree disjoint reduction method, which reduces immediately disjoint terms and, hence, reduces the computation time.

Consider the simple DCS in Figure 3. There are four processing elements $(X_1, X_2, X_3, X_4)$ connected by links $e_1, e_2, e_3, e_4,$ and $e_5$. Let nodes $X_1$ and $X_2$ be the starting node set in...
the DCS. We can identify some $K_2$-trees with $K_2 = \{X_1, X_2\}$ rooted on $X_1$ from the DCS in Figure 4 as follows:

1. $X_1 \ e_1 \ X_2 \ T_1$
2. $X_1 \ e_2 \ X_3 \ e_3 \ X_2 \ T_2$
3. $X_1 \ e_2 \ X_3 \ e_5 \ X_4 \ e_4 \ X_2 \ T_3$

$K_2 = \{X_1, X_2\}$

$R(G_{k_2}) = Pr(T_1 \cup T_2 \cup T_3)$

$= \text{disjoint terms } D_{k_2}$

We get three $K_2$-trees $T_1$, $T_2$, and $T_3$ with $K_2 = \{X_1, X_2\}$ in Figure 4, where $R(G_{k_2})$ is the probability of the $K_2$-tree and $D_{k_2}$ is the total disjoint terms of the $K_2$-tree. Consider Step 3 of the proposed heuristic algorithm. In Figure 5, we add node $X_3$ to the starting-nodes set. The disjoint terms of the $K_3$-tree are $T_4$, $T_5$, $T_6$, $T_7$, and $T_8$. Therefore, the probability of the $K_3$-tree is $R(G_{k_2} \cup \{X_3\}) = Pr(T_4 \cup T_5 \cup T_6 \cup T_7 \cup T_8)$, equal to $Pr(D_{k_2} \cap \cup \text{path } (X_3 \rightarrow K_2))$.

The disjoint terms of $\cup \text{path } (X_3 \rightarrow K_2)$ are $e_2$ to $e_3 \cup e_4 e_5$ are much less than the expansion of $T_4 \cup T_5 \cup T_6 \cup T_7 \cup T_8$, since $D_{k_2} \cap \cup \text{path } (X_3 \rightarrow K_2)$ will generate less and shorter disjoint terms, and $(T_4 \cup T_5 \cup T_6 \cup T_7 \cup T_8)$ generate an exponential increase in disjoint terms as the size of the $K$-trees increases. So the proposed algorithm can save much execution time when the DCS is large.

The expanded terms of $(T_4 \cup T_5 \cup T_6 \cup T_7 \cup T_8)$ may contain some nodes in common, since they are not mutually exclusive in general. When the nodes are completely reliable, $D_{k_2} \cap \cup \text{path } (X_3 \rightarrow K_2)$ can generate fewer and shorter disjoint terms to evaluate KNR directly, because the
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Figure 5. The $K_3$-trees with $K_3 = \{X_1, X_2, X_3\}$ in simple DCS.

Terms generated in the expansion of $D_{k2} \cap [\cup \text{path } (X_3 \rightarrow K_2)]$ use the $K$-tree disjoint reduction method and the AND operator.

$$R(G_{k2} \cup \{X_3\}) = \Pr(T_4 \cup T_5 \cup T_6 \cup T_7 \cup T_8)$$

$$\Rightarrow \cdots = \Pr(D_{k2} \cap [\cup \text{path } (X_3 \rightarrow K_2)])$$

where $\cup \text{path } (X_3 \rightarrow K_2) = e_2 \cup e_3 \cup e_4 e_5$.

Now we define several rules for finding $\cup \text{Path } (X_i \rightarrow K_j)$ as follows:

**Definition.**

- $P_0^0 = \text{all the paths from } X_i \text{ to } \{X_s\}$
- $P_1^0 = \text{all the paths from } X_i \text{ to } \{X_s, S_1\}$
- $P_2^0 = \text{all the paths from } X_i \text{ to } \{X_s, S_1, S_2\}$
- $P_{i+1}^0 = \{P_i^0 \mid \text{not include } X_{(j+1)} \text{ path }\} \cup \{P_i^0 \mid \text{include } S_{(j+1)} \text{ path, but delete string behind } S_{(j+1)}\}$

**Numeric Example of K-Tree Disjoint Reduction Method**

We use the DCS shown in Figure 6 as an example to show how the $\cup \text{path } (X_3 \rightarrow K_2)$ works.

**Step 1.** Select node $X_1$ as the starting-node, then generate from the other nodes all path sets $P_0^0, P_0^1, P_0^2$ to the starting node as follows:

$$X_3 = X_1$$

**Step 2.** All the paths from $X_2$ to $X_1$ *

1. $X_2 e_1 X_1$
2. $X_2 e_3 X_3 e_2 X_1$
3. $X_2 e_4 X_4 e_5 X_3 e_2 X_1$
\( P_3^0: */\text{All the paths from } X_3 \text{ to } X_1 */\)
(1) \( X_3 e_2 X_1 \)
(2) \( X_3 e_3 X_2 e_1 X_1 \)
(3) \( X_3 e_5 X_4 e_4 X_2 e_1 X_1 \)

\( P_4^0: */\text{All the paths from } X_4 \text{ to } X_1 */\)
(1) \( X_4 e_4 X_2 e_1 X_1 \)
(2) \( X_4 e_5 X_3 e_2 X_1 \)
(3) \( X_4 e_4 X_2 e_3 X_3 e_2 X_1 \)
(4) \( X_4 e_5 X_3 e_3 X_2 e_1 X_1 \)

**STEP 2.** Select node \( X_2 \) to add to the starting-node set \( \{X_1, X_2\} \) as show in Figure 7.

\[ S_1 = X_2 \]

**Example.** Consider again the six-node DCS with eight links depicted in Figure 1. Using a C computer program based on the proposed heuristic algorithm, we obtain the result shown in
A New Heuristic Approach

Figure 9. The selecting node depending on maximum \( R(G_k)^* \sum_{i \in K} C_i X_i \). The algorithm takes 1 clock cycle of execution time on an Intel-486 personal computer. Obviously, although it gets a suboptimal solution, the algorithm saves much execution time compares with the exact method [12]. The K-DCS topology with node vector \((X_1, X_4, X_5)\) was found in the DCS with maximum reliability of 0.7532 and total capacity of 75 under a capacity constraint of 70 units.

In order to evaluate the performance of our heuristic approach, we applied the proposed algorithm to a wide variety of DCS problems. The execution time results for the heuristic algorithm were compared with those for the exact method [12]. Reliabilities of the K-node DCS were evaluated by applying the K-tree disjoint reduction method and SYREL [13]. To verify the efficiency of our algorithm, simulation programs were implemented in C programming language on an Intel-486 PC/AT. A portion of the simulation results are depicted in Table 1.

From the simulation results, it is evident from the table that the nature of the optimal design of a DCS depends on the DCS topology. Unlike computer network reliability problems, which are static-oriented, the KNR problems in the DCS are dynamic-oriented, since many factors (node capacity, DCS topology) can greatly affect the efficiency of the algorithm [17]. Thus it is very difficult to quantify the time complexity exactly. The proposed heuristic algorithm employs a new approach to the K-tree disjoint reduction method, which effectively speeds up the whole reliability evaluation. A comparison can be made based on the immediately disjoint term. From such a comparison, one can tell approximately how much space and execution time units are required for a particular DCS. The heuristic method saves more execution time than the exact method for a large DCS, and its complexity of only \( O(2^e \cdot N^2) \) is better than the \( O(2^e \cdot 2^n) \) of the exact method, where \( e \) is the number of edges and \( n \) is the number of nodes.

It seems that the proposed algorithm is straightforward and reasonable. The K-tree disjoint reduction method generates fewer disjoint terms than traditional reliability index as such as source to multiterminal reliability [3] and multiterminal reliability [16]. For example, assume that \( P_i^0 \) is generated, it implies that \( P_i^1, P_i^2, \ldots, P_i^{e+1} \) all can be easily generated from \( P_i^0 \) to keep the whole system operational. But in the traditional reliability index, the expanded terms of the K-trees may contain some nodes in common, since they are not mutually exclusive in general. When the nodes are completely reliable, \( D_{k2} \cap \bigcup \text{path } (X_3 \rightarrow K_2) \) can generate less and shorter disjoint terms to evaluate KNR directly, because the terms generated in the expansion of \( D_{k2} \cap \bigcup \text{path } (X_3 \rightarrow K_2) \) use the K-tree disjoint reduction method and the AND operator. Thus, the heuristic algorithm takes less computer time than the optimal exact and exhaustive method on various DCS topologies which are listed in Table 1. From the results, we find that our
algorithm performs more efficiently than the exact and exhaustive method in all cases and can easily be transformed into a computer program. Thus, it is an optimal design for large DCSs.

6. CONCLUSION

Distributed computing systems have become very popular for their high fault-tolerance, potential for parallel processing, and reliable performance. One of the important issues in the design of a DCS is reliability. In this paper, we have presented a heuristic algorithm that uses the K-tree disjoint reduction method to determine the optimal K-nodes in a DCS so as to maximize the KNR under a capacity constraint. Traditional reliability indexes such as source-to-multiterminal reliability [3], survivability [14], multiterminal reliability [16], and so on, are not directly applicable for the analysis of distributed reliability in a DCS. Thus, a new approach for the optimal design K-nodes of the DCS must be developed.

The proposed heuristic algorithm is based on a systematic node selection approach that determines the optimal design of a DCS by maximizing the KNR under a capacity constraint. Because we apply straightforward heuristic rules, our algorithm generates fewer disjoint terms than traditional reliability indexes such as source to multiterminal reliability and requires less execution time and space than the exact and exhaustive method [12]. We conclude that our algorithm is an efficient tool for finding an optimal design for large DCSs.
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