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**A B S T R A C T**

Scheduling with two competing agents has drawn a lot of attention lately. However, it is assumed that all the jobs are available in the beginning in most of the research. In this paper, we study a single-machine problem in which jobs have different release times. The objective is to minimize the total tardiness of jobs from the first agent given that the maximum tardiness of jobs from the second agent does not exceed an upper bound. Three genetic algorithms are proposed to obtain the near-optimal solutions. Computational results show that the branch-and-bound algorithm could solve most of the problems with 16 jobs within a reasonable amount of time. In addition, it shows that the performance of the combined genetic algorithm is very good with mean error percentages of less than 0.2% for all the cases.
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1. Introduction

Recently, there is a growing interest in multi-agent scheduling where jobs might come from several customers who have their own objective functions. For example, Baker and Smith [1] gave an example of a prototype shop where the manufacturing department might be concerned about finishing jobs before their due dates, and the research and development department might be more concerned about quick response time. Kubzin and Strusevich [2] presented another example in which the maintenance activities compete with real jobs for machine occupancy in maintenance planning. Meiners and Torng [3] gave a telecommunication example where various types of packets and service compete for the radio resource usage. Soomer and Franx [4] gave a transportation example where the agents own their transportation resources, and compete for the usage of the infrastructures. Leung et al. [5] pointed out that several important classes of scheduling problems, such as rescheduling problems or scheduling with availability constraints, can be formulated as two-agent scheduling problems. Baker and Smith [1] and Agnetis et al. [6] pioneered the scheduling problems with two competing agents. Since then, two-agent scheduling has drawn researchers’ attention [7–16].

Recently, Leung et al. [5] generalized the single machine problems of Agnetis et al. [6] to the case of multiple identical parallel machines where job preemption is allowed. They also considered certain single-machine problems where the jobs may have different release dates, and job preemptions may or may not be allowed. Lee et al. [17] considered a two-agent scheduling problem on a two-machine permutation flowshop. Their objective is to minimize the total tardiness of jobs from the first agent given that the number of tardy jobs of the second agent is zero. Liu et al. [18] brought the aging and learning effects into the two-agent scheduling. Their objective is to minimize the total completion time of jobs from the first agent given that the maximum cost of jobs from the second agent cannot exceed a given upper bound. Wan et al. [19] considered several two-agent scheduling problems with controllable job processing times in which two agents have to share either a single machine or two identical machines in parallel while processing their jobs. Mor and Mosheiov [20] considered a two-agent scheduling problem on a single-machine problem to minimize the maximum earliness cost or total (weighted) earliness cost of jobs from one agent, subject to an upper bound on the maximum earliness cost of jobs from the other agent. They introduced a polynomial-time solution for the maximum earliness problem and proved NP-hardness for the weighted earliness case. Lee et al. [21] considered a two-agent problem where the objective is to minimize the total completion time of jobs from the first agent given that no tardy job is allowed for the second agent. Liu et al. [22] developed the optimal solutions for certain two-agent problems with increasing linear deterioration on a single machine. Their goal is to minimize the objective function of the first agent given that the objective function of the second agent cannot exceed a given bound. Nong et al. [23] considered a two
agent problem on a single machine where the objective is to minimize the weighted sum of the maximum completion time of jobs from one agent and the total weighted completion time of jobs from the other agent. They provided a 2-approximation algorithm and showed the case is NP-hard when the number of jobs of the first agent is fixed. Yin et al. [24] studied three single-machine problems with deteriorating jobs. The objectives are the maximum earliness cost, total earliness cost, and total weighted earliness cost, while keeping the maximum earliness cost of jobs from the other agent below a fixed level. Mor and Mosheiov [25] considered a single-machine problem with batch scheduling to minimize the total completion time of jobs from one agent, given that the maximum completion time of jobs from the other agent does not exceed an upper bound. Wu et al. [26] studied single-machine scheduling with learning effects. Their objective is to minimize the total tardiness of jobs from the first agent, given that no tardy job is allowed for the second agent. Cheng et al. [27] considered single-machine scheduling with truncated learning effects. Their objective is to minimize the total weighted completion time of jobs from the first agent, given that no tardy job is allowed for the second agent. Li and Hsu [28] investigated a single-machine problem with learning effect where the objective is to minimize the total weighted completion time of both agents with the restriction that the makespan of either agent cannot exceed an upper bound.

Most of the research in scheduling with two competing agents assumes that jobs are ready to be processed in the beginning. However, customer orders might not arrive simultaneously in many realistic situations. Thus, it is more practical to consider jobs release times. Leung et al. [5] were the only authors who considered two-agent scheduling with job release times. In this paper, we study a two-agent scheduling problem on a single machine with release time where the objective is to minimize the total tardiness of jobs from the first agent given that the maximum tardiness of jobs from the second agent cannot exceed an upper bound. To the best of our knowledge, this problem has never been studied. The rest of this paper is organized as follows. In the next section, the formulation of our problem is described. In Section 3, a branch-and-bound algorithm with several elimination rules and a lower bound is developed. In Section 4, three genetic algorithms are proposed to solve this problem. In Section 5, computational experiments are conducted to evaluate the performance of the genetic algorithms. A conclusion is given in the final section.

2. Problem description

The problem formulation is described as follows. There are n jobs, each of which is assigned to either agent AG1 or AG2. For each job j, there is a processing time pj, a due date dj, a release time rj, and an agent code lj, where lj=1 if j∈AG1 or lj=2 if j∈AG2. Under a schedule S, let Cj(S) be the completion time of job j and let Tj(S)=max{0, Cj(S)−dj} be the tardiness of job j. In this paper, we consider a single machine problem to minimize the total tardiness of jobs from agent AG1 given that the maximum tardiness of jobs from agent AG2 does not exceed an upper bound M. Using the three-field notation extended by Agenes et al. [6], this problem is denoted by \(1\mid r_j\mid \sum_{j=1}^n T_j\colon T_{\text{max}}\).

3. A branch-and-bound algorithm

When all the jobs are from agent AG1 and the release times are zero, the problem reduces to the classical single-machine total tardiness time problem which is NP-hard [29]. Therefore, a branch-and-bound algorithm is proposed to derive the optimal solution.

3.1. Dominance properties

First, we provide a result to speed up the search process. We then develop several adjacent dominance properties to reduce the searching scope.

Theorem 1. If there is a job i such that \(r_i + p_i \leq r_j\) for all the remaining jobs j, then job i is scheduled first in the optimal sequence.

Proof. The proof is omitted since it is straightforward.

Suppose that S and S’ are two schedules of jobs with the only difference between them a pairwise interchange of two adjacent jobs i and j. That is, \(S=(\pi, i, j, \pi’\rangle\) and \(S’=(\pi, j, i, \pi’\rangle\), where \(\pi\) and \(\pi’\) each denote a partial sequence. In addition, let t be the completion time of the last job in \(\pi\). The completion times of jobs i and j in S are

\[
C_i(S) = \max(t, r_i) + p_i
\]

and

\[
C_j(S) = \max(C_j(S), r_j) + p_j
\]

Similarly, the completion times of jobs j and i in S’ are

\[
C_i(S’) = \max(t, r_j) + p_j
\]

and

\[
C_j(S’) = \max(C_j(S’), r_i) + p_i
\]

Depending on whether jobs are from agents AG1 or AG2, we divide the situation into the following three cases.

Case 1. Both jobs i and j are from agent AG1.

To show that S dominates S’, it suffices to show that \(C_i(S)−C_i(S’)\leq 0\), and \(T_i(S)+T_j(S)<T_i(S’)+T_j(S’)\) in this case.

Property 1.1. If \(t\geq \max\{r_i, r_j\}\), we have

\[
C_i(S) = t + p_i
\]

\[
C_j(S) = t + p_i + p_j
\]

\[
C_i(S’) = t + p_j + p_i
\]

and

\[
C_j(S’) = t + p_j
\]

Therefore, we have \(C_i(S)\leq C_i(S’).\) Since \(t+p_i\geq d_i\), we have

\[
T_i(S) = t + p_i - d_i
\]

and

\[
T_i(S’) = t + p_j + p_i - d_i
\]

Suppose that \(T_i(S)\) is not zero. Note that this is the more restrictive case since it comprises the case that \(T_i(S)\) is zero. From Eqs. (5) and (6), we have

\[
T_j(S’)+T_j(S’)-T_i(S)-T_j(S)=d_j-t-p_i>0
\]

since \(t+p_j\geq d_j\). Thus, S dominates S’.

Property 1.2. If \(t\geq \max\{r_i, r_j\}\) and \(d_i\leq t+p_i+p_j\leq d_j\), then S dominates S’.

Property 1.3. If \(t\geq \max\{r_i, r_j\}\), \(t+p_i\leq d_i\leq t+p_j+p_i\), and \(d_j>d_i\), then S dominates S’.
Property 1.4. If \( r_i \leq t \leq r_j \leq t + p_i \), \( p_i \geq t + p_j + p_i \), and \( d_i \leq r_j + p_j + p_i \), then \( S \) dominates \( S' \).

Property 1.5. If \( r_i \leq t \leq r_j \leq t + p_i \), \( t + p_i \leq d_i \leq r_j + p_j + p_i \), and \( d_i > d_j \), then \( S' \) dominates \( S \).

Property 1.6. If \( r_i \leq t \leq r_j \leq t + p_i \), \( d_i \leq t \leq p_i + d_i \), and \( S' \) dominates \( S \).

Property 1.7. If \( t \leq r_i \leq r_j \leq r_i + p_i + p_j \) and \( r_j + p_j + p_i > d_i \), then \( S' \) dominates \( S \).

Property 1.8. If \( t \leq r_i \leq r_j \leq r_i + p_i + p_j \) and \( r_j + p_j + p_i < d_i \), then \( S' \) dominates \( S \).

Property 1.9. If \( t \leq r_i \leq r_j \leq r_i + p_i + d_i \) and \( r_i + p_i + d_i \), then \( S' \) dominates \( S \).

Property 1.10. If \( \max \{ t, r_i \} + t \leq r_j \) and \( r_j + p_j + p_i > d_i \), then \( S' \) dominates \( S \).

Case 2. Job \( i \) is from agent \( AG_1 \), but job \( j \) is from agent \( AG_2 \). To show that \( S \) dominates \( S' \), it suffices to show that \( T_j(S) \leq M, T_j(S) < T_j(S') \) and \( C_j(S) - C_j(S') < 0 \).

Property 2.1. If \( t \geq \max \{ r_i, r_j \} \) and \( t + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 2.2. If \( r_i \leq t \leq r_j \leq t + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 2.3. If \( t \leq r_i \leq r_j \leq r_i + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 2.4. If \( t \leq r_i \leq r_j \leq t + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 2.5. If \( t \leq r_i \leq r_j \leq r_i + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Case 3. Both jobs \( i \) and \( j \) are from agent \( AG_2 \). To show that \( S \) dominates \( S' \), it suffices to show that \( T_j(S) \leq M, T_j(S) < T_j(S') \) and \( C_j(S) - C_j(S') < 0 \).

Property 3.1. If \( t \geq \max \{ r_i, r_j \} \), \( t + p_i - d_i \leq M \), \( t + p_i + p_j - d_j \leq M \), and \( d_i < d_j \), then \( S' \) dominates \( S \).

Property 3.2. If \( r_i \leq t \leq r_j \leq t + p_i \), \( t + p_i - d_i \leq M \), and \( t + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 3.3. If \( t \leq r_i \leq r_j \leq r_i + p_i + p_j - d_j \leq M \), and \( r_i + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 3.4. If \( t \leq r_i \leq r_j \leq t + p_i + p_j - d_j \leq M \), and \( r_i + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

Property 3.5. If \( t \leq r_i \leq r_j \leq r_i + p_i + p_j - d_j \leq M \), and \( r_i + p_i + p_j - d_j \leq M \), then \( S' \) dominates \( S \).

To further facilitate the search process, we provide a proposition to determine the feasibility of a partial schedule. Assume that \( (\pi, \pi^c) \) is a sequence of jobs where \( \pi \) is the scheduled part and \( \pi^c \) is the unscheduled part.

Proposition 1. If there is a job \( j \in \pi^c \cap AG_2 \) such that \( t + p_j > d_j + M \), then \( (\pi, \pi^c) \) is not a feasible sequence.

3.2. A lower bound

In this subsection we develop a lower bound for the branch-and-bound algorithm. Let \( PS \) be a partial sequence in which \( s \) jobs are scheduled. Suppose that, among the unscheduled set \( US \) with \( n - s \) jobs, there are \( n_1 \) jobs from agent \( AG_1 \) and \( n_2 \) jobs from agent \( AG_2 \), where \( n_1 + n_2 = n - s \). For these unscheduled jobs, we have \( P^{(s+1)} \leq P^{(s+2)} \leq \cdots \leq P^{(n)} \) when they are arranged in non-decreasing order of their processing times and \( r^{(s+1)} \leq r^{(s+2)} \leq \cdots \leq r^{(n)} \) when they are arranged in the non-decreasing order of their release times. Note that \( p_i \) and \( r_i \) may not be from the same job. Furthermore, the due dates of the \( n_1 \) \((n_2)\) unscheduled jobs from agent \( AG_1 \) \((AG_2)\) are denoted as \( d_1^{(1)} \leq d_2^{(1)} \leq \cdots \leq d_{n_1}^{(1)} \) \( (d_1^{(2)} \leq d_2^{(2)} \leq \cdots \leq d_{n_2}^{(2)} \) when they are in non-decreasing order of their due dates. The idea of the proposed lower bound is that we first derive a lower bound on the completion times of the unscheduled jobs based on the SPT rule, and then we assign them to agents \( AG_1 \) and \( AG_2 \) without violating the constraint that the maximum tardiness of jobs from agent \( AG_2 \) does not exceed the upper bound \( M \). In the first step, the completion time of the \((s+1)\)th job is

\[
C_{[s+1]} = \max(C_{[s]}, r_{[s+1]} + P_{[s+1]} + P_{[s+1]})
\]

By induction, the completion time of the \((s+i)\)th job is

\[
C_{[s+i]} \geq C_{[s]} + \sum_{i=1}^{i} p_{[s+i]}
\]

(7)

On the other hand, this lower bound might not be tight if the release times are large. Thus, \( C_{[s+i]} = \max(C_{[s]}, r_{[s+i]} + P_{[s+i]}) \geq C_{[s+i]} + P_{[s+i]} \).

By induction, we have

\[
C_{[s+i]} = \max \left\{ \left. \sum_{i=1}^{i-k+1} P_{[s+i]} \right| \sum_{i=1}^{i-k+1} P_{[s+i]} \right\}
\]

(8)

From Eqs. (7) and (8), a lower bound on the completion time of the \((s+i)\)th job is

\[
C_{[s+i]} \geq \max \left\{ \left. \sum_{i=1}^{i-k+1} P_{[s+i]} \right| \sum_{i=1}^{i-k+1} P_{[s+i]} \right\}
\]

for \( i = 1, 2, \ldots, n - s \). In the second step, the remaining task is to assign the estimated completion times to the jobs from agent \( AG_1 \) or \( AG_2 \). The principle is to assign the completion times to the jobs from agent \( AG_2 \) as late as possible without violating the assumption that the maximum tardiness of the jobs of agent \( AG_2 \) cannot exceed the upper bound. In addition, let \( C_{11}^d \leq C_{12}^d \leq \cdots \leq C_{1i}^d \) and \( C_{21}^d \leq C_{22}^d \leq \cdots \leq C_{2i}^d \) denote the estimated completion times of the jobs from agents \( AG_1 \) and \( AG_2 \), respectively, when they are arranged in non-decreasing order. The assignment procedure is in a backward manner starting from the job with the remaining largest due date until all the jobs are assigned. The details are given as follows:

Algorithm of the lower bound:

Step 1: Set \( ic = n - s \), \( i_1 = n_1 \), \( i_2 = n_2 \), and \( C_{[s+i]} = \max \left\{ \left. \sum_{i=1}^{i-k+1} P_{[s+i]} \right| \sum_{i=1}^{i-k+1} P_{[s+i]} \right\} \) for \( i = 1, 2, \ldots, n - s \).

Step 2: If \( C_{[s+i]}^d \leq d_{[i]}^d + M \), then set \( C_{[s+i]}^d = C_{[s+i]}^d \) and \( i_2 = i_2 - 1 \). Otherwise, set \( C_{[s+i]}^d = C_{[s+i]}^d \) and \( i_1 = i_1 - 1 \).

Step 3: Set \( ic = ic - 1 \). If \( ic \geq 1 \), then go to Step 2.

Therefore, a lower bound on the total tardiness of jobs from agent \( AG_1 \) for \( PS \) is

\[
LB = \sum_{j \in AG_1} T_j(PS) + \sum_{j=1}^{n_1} \max(0, C_{[s]}^d - d_{[j]}^d)
\]
3.3. Description of the branch-and-bound algorithms

A depth-first search is used in the branching procedure starting from the first position. We choose a branch and systematically work down the tree until we either eliminate it or reach its final node, in which case this sequence either replace the initial solution or is eliminated. The outline of the branch-and-bound algorithm is as follows.

Step 1. (Initialization) Implement the genetic algorithms (discussed in the next section) to obtain a sequence as the initial incumbent solution.

Step 2. (Branching) Apply Theorem 1, Properties 1 to 3.5, and Proposition 1 to eliminate the dominated partial sequence.

Step 3. (Bounding) For the non-dominated nodes, compute the lower bound of the total tardiness of jobs from agent AG1 of the unfathomed partial sequences or that of the completed sequences. If the lower bound on the objective function for the partial sequence is greater than the initial solution, eliminate that node and all the nodes beyond it in the branch. If the objective function of the completed sequence is less than the initial solution, replace it as the new solution. Otherwise, eliminate it.

4. Genetic algorithms

Evolutionary algorithms have become popular in obtaining good approximate solutions for many NP-hard problems [30–35]. In this paper, we utilize the genetic algorithm (GA). It is an intelligent random search strategy which has been used successfully to find near optimal solutions to many complex problems [36–38]. The GA usually starts with a population of feasible solutions and iteratively replaces the current population by a new population until certain stopping condition is reached. It requires a suitable encoding for the problem and a fitness function that represents a measure of the quality of each encoded solution (chromosome). The reproduction mechanism selects the parents and recombines them using a crossover operator to generate offspring which are submitted to a mutation operator in order to alter them locally to avoid premature convergence. The components of the GA applied to our problem are as follows.

4.1. Encoding

In this study, we adopt the random number encoding method [39]. For a problem of n jobs, we generate a chromosome with n uniform random real numbers between 0 and 1 to represent the genes, where each gene corresponds to a job. The order of these random numbers represents the job sequence. For instance, the chromosome of a 5-job problem (0.33, 0.78, 0.13, 0.94, 0.26) would stand for the sequence (3, 5, 1, 2, 4).

4.2. Population size

The population size is an important factor in the performance of GA. For a large population size, it is easier to obtain a better solution, but it consumes more time. After a preliminary trial, the population size N is set at 500 in our computational experiment.

4.3. Fitness function

In order to mimic the natural process of the survival of the fittest, the fitness function assigns to each member of the population a value reflecting their relative superiority. In this paper, we adopt the idea by Homaifar et al. [40] of adding a penalty function to the

\[
obj_k = \sum_{j \in AG_1} T_j + \alpha \max_{i \in AG_2} \max(T_j - M, 0), \quad \text{where} \quad \alpha \text{ is set at 5000 in this study. In addition, we use the reciprocal of the objective value as the fitness value for each chromosome, and the probability that a chromosome is selected as the parent is proportional to its fitness value. That is, the probability of selecting chromosome } i \text{ is } f_i = 1/\sum_{i=1}^{N} f_j, \text{ where } f_i = 1/obj_i, i = 1, \ldots, N, \text{ is the reciprocal of the objective value of chromosome } i \text{ in a population of size } N. \text{This is to ensure that the probability of selection for a sequence with lower value of the objective function is higher.}
\]

4.4. Crossover

Crossover is an operation to generate new offspring from two parents. It is the main operator in GA. In this study, we use the one cut-point crossover as shown in Fig. 1 and the rate P\. was chosen at 95% after some pretests.

4.5. Mutation

Mutation is another main operator to prevent premature convergence and fall into local optimum. Such an operation can be viewed as a transition from a current solution to its neighborhood solution in a local search algorithm. In this study, we use the one-point mutation as shown in Fig. 2 and the mutation rate P\[\] is set at 80% based on our preliminary experiment.

4.6. Selection

It is a procedure to select offspring from parents to the next generation. In our study, the population size is fixed at 500 from generation to generation. In our study, we choose the best 50 chromosomes (10%) from the parent population and the best 450 chromosomes (90%) from the offspring to form the next generation.

4.7. Termination

After some pretests, we terminate the proposed GA after 20n generations, where n is the number of jobs.

4.8. Initial sequences

A good initial sequence might be useful to facilitate the convergence of the process or to obtain a better approximate solution. In this paper, three methods are implemented. In the first GA (GA1),

\[
\begin{array}{ccccccc}
\text{Parent1} & 0.45 & 0.32 & 0.15 & 0.78 & 0.53 & 0.36 \\
\downarrow & & & & & & \\
\text{Offspring} & 0.45 & 0.32 & 0.27 & 0.49 & 0.18 & 0.72 \\
\end{array}
\]

\[
\begin{array}{ccccccc}
\text{Parent2} & 0.18 & 0.87 & 0.27 & 0.49 & 0.18 & 0.72 \\
\uparrow & & & & & & \\
\end{array}
\]

Fig. 1. One cut-point crossover.

\[
\begin{array}{ccccccc}
\text{Offspring} & 0.45 & 0.32 & 0.15 & 0.78 & 0.53 & 0.36 \\
\downarrow & & & & & & \\
\end{array}
\]

Fig. 2. One-point mutation.
the first generation consists of 500 random sequences. In the second GA (GA2), the first generation consists of 499 random sequences and one designated sequence from the heuristic algorithm (HA) as described below. In the third GA (GA3), the first generation consists of 51 random sequences and 441 designated sequences. The designated sequences sort jobs according to the non-decreasing order of \(w_1 r_j + w_2 p_j + (1 - w_1 - w_2) d_j\), where \(w_1 = 0, 1/60, \ldots, 20/60\) and \(w_2 = 0, 1/60, \ldots, 20/60\). The algorithm is given below and shown in Fig. 3.

Heuristic algorithm (HA)

Step 1. Set \(k = 1, S = \phi, U = \{1, \cdots, n\}, C_k = 0, \Omega = \{1, \cdots, n\}. \)
Step 2. Find a job \( j \) from \( U \) with a minimal release time.

Step 3. If job \( j \) can be scheduled in the \( k \)th position without causing the violation of the constraint, put job \( j \) in the \( k \)th position, set \( C_k = r_j + p_j, k = k + 1, S = S \cup \{ j \}, U = \Omega \setminus S \). Otherwise, delete \( j \) from \( U \) and go to Step 2.

Step 4. If \( k > n \), go to Step 8. Otherwise, form the set \( V = \{ r_j \leq C_k \) and \( j \in AG_1 \} \) and if \( V \) is empty, go to Step 6.

Step 5. Find a job \( j \) from \( V \) with a minimal due date. If job \( j \) can be scheduled in the \( k \)th position without causing the violation of the constraint, set \( j \) in the \( k \)th position, \( C_k = \max (C_{k-1}, r_j) + p_j, k = k + 1, S = S \cup \{ j \}, U = \Omega \setminus S \) and go to Step 6.

Step 6. Form the set \( W = \{ r_j \leq C_k \) and \( j \in AG_2 \} \). If \( W \) is empty, go to Step 2.

Step 7. Find a job \( j \) from \( W \) with a minimal due date. If job \( j \) can be scheduled in the \( k \)th position without causing the violation of the constraint, set \( j \) in the \( k \)th position, \( C_k = \max (C_{k-1}, r_j) + p_j, k = k + 1, S = S \cup \{ j \}, U = \Omega \setminus S \), and go to Step 4. Otherwise, go to Step 2.

Step 8. Output the job sequence.

4.9. Computational experiments

A computational experiment is conducted in this section to evaluate the performance of the branch-and-bound and the GAs. All the algorithms are coded in Fortran 90 and run on a personal computer with AMD Athlon(tm) 64 Processor 3500+, 2.21 GHz and 1 GB RAM under Windows XP. The processing times are generated from a uniform distribution over the integers 1–100. The job release times are generated from uniform distributions between 0 and 50.5nλ, where \( n \) is the number of jobs and \( λ \) is a control variable, as suggested in [41]. The due date of job \( j \) is generated from a uniform distribution over the integers between \( r_j + T(1 - r - R/2) \) and \( r_j + T(1 + r + R/2) \), where \( r_j \) is the due date of job \( j \), \( T \) is the total job processing times, \( r \) is the tardiness factor, and \( R \) is the due date range. To ensure the feasibility of the instance, jobs from agent \( AG_2 \) are placed based on the EDD rule, and it is regenerated if the maximum tardiness of jobs from agent \( AG_2 \) exceeds the upper bound \( M \).

The computational experiments are divided into four parts. The first part is to test the impact of the due date factors \( r \) and \( R \) to the performance of the branch-and-bound algorithm. The number of jobs is 12, and \( P \), the proportion of jobs from agent \( AG_1 \), is 50\%. The release time factor \( λ \) is 1 and the upper bound of maximum tardiness is 30n, where \( n \) is the number of jobs. Eight combinations of \( (r, R) \) values are used, i.e. \((0.25, 0.25), (0.25, 0.50), (0.25, 0.75), (0.5, 0.25), (0.5, 0.50), (0.5, 0.75), (0.75, 0.25), \) and \((0.75, 0.50)\). The mean and maximum numbers of nodes and the mean and maximum CPU times (in seconds) are reported for the branch-and-bound algorithm. 100 instances are randomly generated for each case and the results are presented in Table 1 and Fig. 4. It is seen that the tardiness factor \( r \) is more significant than the range factor \( R \) to the performance of the branch-and-bound algorithm. Problems are more difficult to solve when \( r = 0.5 \). Moreover, the case \( (r, R) = (0.5, 0.75) \) has the most mean number of nodes among the 8 cases.

The second part of the experiment is to test the impacts of the job release time \( \lambda \), the proportion of jobs from agent \( AG_1 \) \( P \), and the upper bound of the maximum tardiness \( M \) to the performance of the branch-and-bound algorithm. The number of jobs is 12, and the value of \( (r, R) \) is \((0.5, 0.5)\). Three values of \( \lambda = 0.2, 1.0, 3.0 \), of \( P = (0.25, 0.50, 0.75) \) and of \( M = (10n, 30n, 50n) \), where \( n \) is the number of jobs, are tested. As a result, 27 cases are considered and 100 instances are randomly generated for each case. The results are presented in Table 2 and Figs. 5–7. It is seen that the job release time \( \lambda \) is the most significant factor among these three factors. In addition, problems are more difficult to solve when the value of \( \lambda \) is smaller. The proportion of jobs from agent \( AG_1 \) \( P \) is the second most significant factor, and problems tend to be harder when the value of \( P \) is smaller. On the other hand, the upper bound of the maximum tardiness \( M \) seems to have little influence on the performance of the branch-and-bound algorithm.

The third part of the experiment is to study the performance of the branch-and-bound algorithm and the accuracy of the three proposed genetic algorithms when the number of jobs is 16. We fix \( r = 0.5 \) and \( \lambda = 0.2 \) since problems are the most difficult to solve as shown in the results of the first and the second parts of the experiments. In addition, three different values of \( R = (0.25, 0.5, 0.75) \), of \( P = (0.25, 0.5, 0.75) \), and of \( M = (10n, 30n, 50n) \) are chosen. The mean and the maximum numbers of nodes and the mean and the maximum

### Table 1

The performance of the branch-and-bound algorithm with \( n = 12, P = 50\%, \lambda = 1, \) and \( M = 30n \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( R )</th>
<th>Mean nodes</th>
<th>Max nodes</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>52.32</td>
<td>474</td>
<td>0.001</td>
</tr>
<tr>
<td>0.50</td>
<td>0.75</td>
<td>64.37</td>
<td>328</td>
<td>0.001</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>117.22</td>
<td>1889</td>
<td>0.001</td>
</tr>
<tr>
<td>0.75</td>
<td>0.50</td>
<td>121.95</td>
<td>776</td>
<td>0.001</td>
</tr>
<tr>
<td>0.75</td>
<td>0.75</td>
<td>156.68</td>
<td>1870</td>
<td>0.002</td>
</tr>
<tr>
<td>0.75</td>
<td>1.00</td>
<td>107.12</td>
<td>583</td>
<td>0.001</td>
</tr>
<tr>
<td>0.75</td>
<td>1.25</td>
<td>27.37</td>
<td>698</td>
<td>0.001</td>
</tr>
</tbody>
</table>

![Fig. 4. The mean numbers of nodes of the branch-and-bound algorithm with \( n = 12, P = 50\%, \lambda = 1, \) and \( M = 30n \).](image)

![Fig. 5. The mean numbers of nodes of the branch-and-bound algorithm with \( n = 12, P = 50\%, \lambda = 1, \) and \( R = 0.5 \).](image)
Table 2
The performance of the branch-and-bound algorithm with $n = 12$, $r = 0.5$, and $R = 0.5$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$P$</th>
<th>$M$</th>
<th>Number of nodes</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Max</td>
</tr>
<tr>
<td>0.20</td>
<td>0.25</td>
<td>10n</td>
<td>7181.83</td>
<td>60,051</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>19,012.42</td>
<td>166,562</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>14,122.12</td>
<td>159,189</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>10n</td>
<td>3253.14</td>
<td>21,118</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>1210.51</td>
<td>27,201</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>971.36</td>
<td>9635</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>10n</td>
<td>932.56</td>
<td>9003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>852.61</td>
<td>7611</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>889.96</td>
<td>12,724</td>
</tr>
<tr>
<td>1.00</td>
<td>0.25</td>
<td>10n</td>
<td>339.41</td>
<td>4462</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>154.73</td>
<td>2084</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>230.49</td>
<td>3733</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>10n</td>
<td>114.85</td>
<td>1012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>121.95</td>
<td>776</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>152.39</td>
<td>1790</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>10n</td>
<td>79.14</td>
<td>531</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>89.12</td>
<td>736</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>74.93</td>
<td>350</td>
</tr>
<tr>
<td>3.00</td>
<td>0.25</td>
<td>10n</td>
<td>15.71</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>17.01</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>14.33</td>
<td>28</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>10n</td>
<td>15.19</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>14.42</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>14.43</td>
<td>46</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>10n</td>
<td>14.67</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30n</td>
<td>15.26</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50n</td>
<td>13.94</td>
<td>41</td>
</tr>
</tbody>
</table>

CPU times (in seconds) are reported for the branch-and-bound algorithm, while only the mean and the maximum error percentages of the GAs are given. For instance, the error percentage of the solution produced by GA_1 is calculated as

$\frac{(V - V^*)}{V^*} \times 100$

where $V$ is the objective function of the sequence generated by GA_1 and $V^*$ is the objective function of the optimal sequence from the branch-and-bound algorithm. For each case, 100 random instances are generated and the results are given in Table 3. Note that the branch-and-bound algorithm is terminated if the number of nodes explored is over $10^8$, which was approximately 0.5 h in terms of the execution time. The instance with number of nodes over $10^8$ is denoted as an asterisk in Table 3. It is observed that the branch-and-bound algorithm can solve most of the problems with 16 jobs in a reasonable amount of time. Among the 2700 problems, there are only 4 unsolvable problems. A closer look reveals that, among the three factors considered, the proportion of jobs from agent AG_1 ($P$) is the most significant one, and problems tend to be harder when $P$ is smaller. The due date range ($R$) is the second significant, and problems are more difficult when $R$ is smaller. As to the performance of GAs, it is noticed that the performance of all the three GAs is quite good. In addition, it is seen that GA with more designated initial sequences tends to have better overall solutions. However, there is an instance in which GA_1 yields an objective value of 3 but the total tardiness is 0 for the optimal sequence. Thus, we would...
Table 3
The performance of the proposed algorithms with $n = 16$, $\lambda = 0.2$, and $r = 0.5$.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$P$</th>
<th>$M$</th>
<th>Number of nodes</th>
<th>CPU time</th>
<th>Error percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>10n</td>
<td>7,733,551.02</td>
<td>88,667,901</td>
<td>0.10</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>10n</td>
<td>689,226.16</td>
<td>57,013,42</td>
<td>0.38</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>10n</td>
<td>137,298.25</td>
<td>1,636,596</td>
<td>0.84</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>10n</td>
<td>2,760,314.24</td>
<td>37,327,750</td>
<td>0.27</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>10n</td>
<td>3,792,483.48</td>
<td>513,823</td>
<td>0.56</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>10n</td>
<td>906,273.05</td>
<td>32,881,824*</td>
<td>11.56</td>
</tr>
</tbody>
</table>

An asterisk means an instance with number of nodes over 100,000,000.
recommend to use the best sequence from three GAs, $GA^* = \min \{ GA_1, GA_2, GA_3 \}$, as the approximate solution, since they are all finished within a second and its mean error percentages are less than 0.2% for all the tested cases.

The last part of the computational experiments is to test the performance of GAs when the number of jobs is large. The number of jobs is set at 50 and 100. A set of 100 instances is tested, and the results are presented in Tables 4 and 5. The mean and the

Table 4
The performance of the genetic algorithms with $n = 50$, $\lambda = 0.2$, and $\tau = 0.5$.

<table>
<thead>
<tr>
<th>R</th>
<th>P</th>
<th>M</th>
<th>$GA_1$</th>
<th>$GA_2$</th>
<th>$GA_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>RDP</td>
<td>CPU time</td>
<td>RDP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>10n</td>
<td>1.05</td>
<td>10.60</td>
<td>11.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.55</td>
<td>14.73</td>
<td>11.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.67</td>
<td>10.44</td>
<td>11.52</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>10n</td>
<td>2.66</td>
<td>38.94</td>
<td>11.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.13</td>
<td>11.74</td>
<td>6.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.09</td>
<td>5.18</td>
<td>6.81</td>
</tr>
</tbody>
</table>

Table 5
The performance of the genetic algorithms with $n = 100$, $\lambda = 0.2$, and $\tau = 0.5$.

<table>
<thead>
<tr>
<th>R</th>
<th>P</th>
<th>M</th>
<th>$GA_1$</th>
<th>$GA_2$</th>
<th>$GA_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>RDP</td>
<td>CPU time</td>
<td>RDP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>10n</td>
<td>2.72</td>
<td>14.55</td>
<td>73.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.13</td>
<td>44.99</td>
<td>73.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.24</td>
<td>9.41</td>
<td>73.69</td>
</tr>
</tbody>
</table>

| 0.50 | 0.25 | 10n | 3.89   | 216.67 | 20.89  | 76.47   |
|     |     |     | 2.80   | 40.27  | 72.93  | 75.45   |
|     |     |     | 7.77   | 31.56  | 72.11  | 75.17   |

| 0.75 | 0.25 | 10n | 2.59   | 36.81  | 70.56  | 75.08   |
|     |     |     | 1.61   | 48.99  | 69.80  | 74.70   |
|     |     |     | 1.95   | 36.81  | 69.63  | 74.55   |

| 0.50 | 0.25 | 10n | 13.64  | 813.85 | 71.68  | 76.97   |
|     |     |     | 13.00  | 726.15 | 71.54  | 76.33   |
|     |     |     | 5.14   | 97.06  | 71.29  | 76.48   |

| 0.75 | 0.25 | 10n | 2.13   | 124.38 | 21.55  | 77.30   |
|     |     |     | 1.90   | 107.72 | 21.00  | 75.75   |
|     |     |     | 0.19   | 7.38   | 17.48  | 76.13   |

| 0.50 | 0.25 | 10n | 2.52   | 90.38  | 26.04  | 74.42   |
|     |     |     | 3.72   | 90.38  | 23.81  | 73.97   |
|     |     |     | 7.68   | 432.82 | 22.28  | 73.95   |

| 0.75 | 0.25 | 10n | 0.02   | 1.54   | 5.26   | 70.39   |
|     |     |     | 0.00   | 0.80   | 1.50   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.02    |
| 0.50 | 0.25 | 10n | 2.68   | 7.19   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.02    |
|     |     |     | 0.47   | 4.77   | 17.44  | 0.00    |

| 0.75 | 0.25 | 10n | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.98   | 4.66   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.02    |
| 0.50 | 0.25 | 10n | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.00    |

| 0.75 | 0.25 | 10n | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.00    |
| 0.50 | 0.25 | 10n | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.00    |
|     |     |     | 0.00   | 0.00   | 0.00   | 0.00    |
maximum relative deviation percentages, and the mean and the maximum CPU time (in second) are recorded. The relative deviation percentage (RDP) of the solution produced by GA$_t$ is calculated as

$$\frac{(V_i - \min(V_1, V_2, V_3))}{\min(V_1, V_2, V_3)} \times 100\%$$

for $i = 1, 2, 3$ where $V_i$ is the objective value of the sequence from GA$_t$. It is observed that the execution times of the GAs are about the same. It is seen that GA$_4$ has the best overall performance and the trend becomes more significant when the number of jobs increases. The execution times of the GAs are about the same. It takes about 12 s for an instance of 50 jobs and 75 s for an instance of 100 jobs.

5. Conclusion

In this paper, we studied a two-agent scheduling problem on a single machine with release time. The objective is to minimize the total tardiness of jobs from the first agent given that the maximum tardiness of jobs from the second agent cannot exceed a given upper bound. Computational results show that the branch-and-bound algorithm could solve most of the problems with 16 jobs within a reasonable amount of time. In addition, it shows that the performance of the combined genetic algorithm is very good with mean error percentages of less than 0.2% for all the cases. Considering objective functions, other than the two examined in this paper or extending the single-machine case to other machine environments would be an interesting topic for future research.
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