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We propose the decoupled internal-field expansion (IFE) method to discuss refractions in the photonic crystal (PhC). This method decouples the full wave in the PhC and classifies them into two categories including the forward-propagating and backward-propagating waves denoted by the index n. A triangular-PhC case is demonstrated and both positive and negative refractions are discussed by this method. The incident angle of 10° results in the positive refracted wave with the refracted angle about 8°, which approximately corresponds to the forward wave of n=0 order. The negative refracted waves, which exist in the left and right edge regions, propagate almost parallel to the interfaces between the PhC and outside media. Meanwhile, due to the interaction between the negative refracted wave and the nearest few rows of air cylinders, the reflected wave and another weaker negative refracted wave are created. Finally, the weaker negative refracted waves from both edge regions interfere with each other in the middle region. It is found out that the negative refracted waves in edge regions as well as the interfered wave in the middle region can be constructed by two n=-1 forward and backward waves. On the other hand, the positive refracted wave is composed of the n=0 forward wave dressed other n≠0 forward waves, the propagation angle is affected by these dressed waves, especially near the edge region. Finally, another case proves this point of view explicitly.

I. INTRODUCTION

It is well known that the photonic crystal (PhC) formed with dielectric periodic structures, and the Bloch theorem can describe the electromagnetic characteristics very well, which is analogous to the case of the electron in solids. The photonic band structure (PBS) of the PhC reveals lots of information on the propagation of light. One of them is the light confinement due to the existence of the photonic band gaps (PBGs).¹,² It induces some applications such as photonic crystal waveguides, which can bend light extreme efficiently around sharp corners and have been successfully developed in two-dimensional and three-dimensional structures.³–⁶

Recently, two popular refractive phenomena, the so-called the superprism effect and the negative refraction in the PhC, have been investigated and discussed.⁷–¹⁴ All of them treat PhCs as homogeneous media with negative refractive indices, in which the propagation directions of EM waves can be determined from the equifrequency surface (EFS). The normal direction of the EFS is the direction of the group velocity as well as the propagation direction of light in the PhC, so the EFS can give the relation between the incident and the refracted angles without considering the interface effect.¹⁵ No matter the compositions of the PhC are, Snell’s law can be used to describe single-beam
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refraction between the PhC and other homogeneous medium.\textsuperscript{17} Although the EFS can predict a lot of variant optical performances such as the superprism effect and the negative refraction, however, the PhC is always finite in practice. After all, the EFS represents the characteristic of an infinite PhC, not a finite one. Furthermore, the existence of interfaces may affect optical performances which are different from the predictions of the infinite PhC. It causes us to design some optical devices carefully when the PhC is used.

The affection of the interface on the propagation direction of light in the PhC has been proved. It is the fact that the symmetry is broken and the multiple scattering no longer satisfies the periodic condition at the interface. So the full wave inside a finite PhC cannot be only composed of Bloch waves. Felbacq \textit{et al.}\textsuperscript{16} shows that the wave propagating through the PhC is dressed by evanescent waves near the interface of the PhC with finite size. They use the concept that photons strongly scattered by the boundary of the PhC resulting in the creation of evanescent waves. Finally, the refracted angle has to be fixed. They classify the interface effect as a generalized version of the Goos-Hanchen effect.

On the other hand, the phase matching condition, which is widely used to study 1D diffraction gratings, has also been used to discuss refraction at an interface between a homogeneous medium and a 2D PhC very well.\textsuperscript{13, 14, 17, 18} Under this condition, the tangent component of the incident wave vector has to equal the sum of the tangent components of refracted waves. It can be extendedly applied to the wave vectors located in other primitive cells, not only within first Brillouin zone (BZ). Furthermore, anomalous refractive phenomena in the PhC can also be explained under this condition with the wave vector diagram formalism.\textsuperscript{13, 14, 17} Usually, the refracted wave lying in the first BZ is a zeroth-order wave, and others belong to higher Brillouin zones are the higher-order waves. Either the zeroth-order wave or higher-order ones have been investigated by the finite-difference time-domain (FDTD) simulations.\textsuperscript{13, 14, 17, 18} However, the waves in the PhC include not only propagation waves, but also evanescent waves. The later is hard to be filtered out from the FDTD method. As mentioned before, the effective refractive index of the finite PhC is different from that of the infinite PhC due to the excitation of evanescent waves at the interface. If we want to understand how evanescent waves affect the propagation waves and the field distributions of them, we have to use another method other than the FDTD one.

As we know, the physics of the refraction is due to the coupling between the incident EM wave and one or more propagation waves in the PhC.\textsuperscript{13, 14, 17, 18} Sakoda has successively calculated the transmission and the Bragg reflection spectra using the internal-field expansion (IFE) method and mentioned existences of the uncoupled modes.\textsuperscript{19–21} He also pointed out that the strength of the coupling between the outside waves and the internal field at the interface substantially modifies the transmission.\textsuperscript{19} This method has been widely used in studying the PhCs with graphite structure\textsuperscript{22} and the vanishing transmission due to symmetry.\textsuperscript{23–33} But this method shows the field distribution as sum of all expanded series which is also equal to sum of all propagating waves displayed by the FDTD method. It cannot exhibit right information inside the PhC if all series are combined together. However, after rearranging some equations, we find out that this method can discuss each propagating wave shown by the FDTD method and how evanescent waves affect propagating ones in the PhC as Felbacq \textit{et al.} revealed.\textsuperscript{16} We call this new way as the decoupled internal-field expansion method.

In this paper, both the FDTD method and the decoupled IFE method are used to discuss refractions in the PhC. By the FDTD method, we can investigate the evolution process of propagating waves inside the PhC. When we discuss the refraction by the decoupled IFE method, each propagating wave can be reconstructed by summing of some expanded series. We also discuss the effect of interfaces on propagating waves due to evanescent ones. In addition, the effect of the width in the edge region is also brief discussed.

\section*{II. THEORY AND NUMERICAL METHOD}
\subsection*{A. Fields inside photonic crystal}
We consider a two-dimensional PhC composed of triangular array of air cylinders with radius of \( r \) in a dielectric background. The dielectric constants of the cylinders and the background are
$\varepsilon_a$ and $\varepsilon_b$, respectively. The infinitely extended direction of air holes is parallel to the $z$-axis. The PhC is infinitely extended in the $x$-direction and has finite width in the $y$-direction. Therefore, two interfaces between the dielectric and the PhC are located at $x=0$ and $x=L$, respectively, where $L$ is the total width of the PhC in the $y$-direction. The region from the interface to the nearest cylinder is called the edge region. There are two edge regions in this structure. They are the left and right edge regions with widths of $d_1$ and $d_2$, respectively. The region between two edge regions is called the middle region. In order to describe this structure, $a_1$ and $a_2$ are defined as two lattice periods parallel and perpendicular to the interface, respectively. Then the total width is $L=(2r+d_1+d_2)+(w-0.5)a_2$, where $w$ is the number of repetitions in the $y$-direction. The configuration of the PhC is shown in Fig. 1, and the first BZ is also shown in the up-right corner.

Next, let us consider an $E$-polarized (electric field parallel to the $z$-axis) plane wave incident upon the left interface along the $\Gamma M$ direction. The 2D wave vector of the incident wave is denoted by $\vec{k}_i=(k_i\sin\theta, k_i\cos\theta)=(k_{i,x}, k_{i,y})$, where $\theta$ is the incident angle and $k_i=\sqrt{\varepsilon_i\omega/c}$. In the representation of $k_i$, $\varepsilon_i$ is the dielectric constant of the incident region, $\omega$ is the angular frequency of the incident wave, and $c$ is the light velocity in vacuum. The incident wave would excite some propagating modes in the PhC and cause different refractions. We follow the IFE method$^{19-21}$ and extend its function to discuss refractions in the PhC. This method is based on internal fields expanded in Fourier series, and the electromagnetic (EM) wave in the incident region is represented as a Rayleigh expansion constituting the incident plane wave and the reflected Bragg waves. In the transmitted region, the EM wave is composed of transmitted Bragg waves. The reflected and transmitted Bragg waves of order $n$ are represented as space harmonics with the wave vector

$$k_{r,t,x}^n = k_{r,t,x}^n = k_{i,x}^n + nG,$$

where $k_{r,t,x}^n$ and $k_{t,x}^n$ are the components of wave vector parallel to the interface for the reflected and transmitted Bragg waves, respectively, and $n$ is an integer. $G=2\pi/a_1$ is the reciprocal lattice vector.
vector corresponding to the surface periodicity $a_1$. Each component of Eq. (1) is called the $n$th order phase matching condition. The wave vector components normal to the interface for the reflected and transmitted Bragg waves of order $n$ are

$$k^r_{n, y} = \begin{cases} -\sqrt{k_i^2 - (k_n^y)^2} & \text{if } k_i \geq |k_n^y| \\ -i\sqrt{(k_n^y)^2 - k_i^2} & \text{otherwise,} \end{cases}$$

$$k^t_{n, y} = \begin{cases} -\sqrt{k_i^2 - (k_n^y)^2} & \text{if } k_i \geq |k_n^y| \\ -i\sqrt{(k_n^y)^2 - k_i^2} & \text{otherwise,} \end{cases}$$

Here, $k_i = \sqrt{\varepsilon_i \omega/c}$ and $\varepsilon_i$ is the dielectric constant in the transmitted region.

The electric fields in the incident region and the transmitted region are respectively given by

$$E_{iz}(x, y) = E_0 \exp(ik_i \cdot \vec{r}) + \sum_{n=-\infty}^{\infty} R_n \exp(ik_n^r \cdot \vec{r}),$$

$$E_{iz}(x, y) = \sum_{n=-\infty}^{\infty} T_n \exp(ik_n^t \cdot \vec{r}).$$

The electric field in the PhC is expanded as

$$E_{PC}(x, y) = \sum_{n=-\infty}^{\infty} \left[ \frac{\gamma}{L} T_n + \left( 1 - \frac{\gamma}{L} \right) (\delta_{n0} E_0 + R_n) \right] \exp(i k_n^r x) + \sum_{n=-\infty}^{\infty} \sum_{m=1}^{\infty} A_{nm} \exp(i k_n^t x) \sin \frac{m \pi y}{L},$$

which satisfies the following equation:

$$\left[ \frac{1}{\varepsilon(x, y)} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + \frac{\omega^2}{c^2} \right] E_{PC}(x, y) = 0. \quad (7)$$

The inverse of $\varepsilon(x, y)$ is also expanded in Fourier series within a symmetrical supercell region:19–21

$$\frac{1}{\varepsilon(x, y)} = \sum_{n=-\infty}^{\infty} \sum_{m=1}^{\infty} k_{nm} \exp(i G_n x + k_m y), \quad (8)$$

where $k_{nm} = m \pi / L$. Following the same calculation processes19–21 and consider boundary conditions for $E$-polarized wave, we can determine the unknown coefficients, $A_{nm}$, $R_n$, and $T_n$ where $R_n$ and $T_n$ are related to the reflection and transmission spectra, respectively. In practical calculation, the Fourier series of the $\varepsilon(x, y)$ are truncated and expanded into $(2N+1)M$ terms. Then the total number of the unknown coefficients is $(2N+1)(M+2)$. From Eqs. (4) and (5) and boundary conditions, we also obtain $(2N+1)(M+2)$ independent equations. Solving these independent equations, all coefficients can be obtained.

Due to two parallel interfaces, multiple scatterings take place in the finite PhC. It leads that electric fields can be decomposed into two sets. One is related to $\exp(ik_{nm} y)$, and the other is related to $\exp(-ik_{nm} y)$. The former is classified as the forward-propagating wave (+$y$-direction) and the latter the backward-propagating wave (-$y$-direction). For convenience, they are shortly called the forward wave and the backward wave in the following discussion. About these two kinds of waves, Jiang et al.19 pointed out that the number of forward waves is equal to the number of backward waves. Simply expanding $\sin k_{nm} y$ by $\exp(ik_{nm} y) - \exp(-ik_{nm} y) / 2i$ in Eq. (6), the $E_z$-fields of the forward and backward waves are then given by

$$E_{zn}^{\pm} = \frac{1}{i} \sum_{n=-\infty}^{\infty} \left\{ A_{nm} \left\{ \frac{(-1)^{n-1} T_n + R_n + \delta_{n0} E_0}{m \pi} \right\} \times \exp \left[ i \left( k_n^t x + k_m y \right) \right] \right\},$$

\[ n = 0, 1, 2, \ldots, N \]
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B. Group velocity and Poynting vector

The propagation direction inside the PhC is commonly determined by using the group velocity vector $\bar{v}_g = \nabla_\omega \omega$. It has been proved that

$$
\langle \bar{v}_c \rangle = \bar{v}_g = \nabla_\omega \omega,
$$

(15)

where $\langle \bar{v}_c \rangle$ is the energy velocity in the periodic medium and defined as

$$
\langle \bar{v}_c \rangle = \frac{1}{S} \int \bar{P}_c \, d\bar{r} / \int U_c \, d\bar{r} \equiv \langle \bar{U} \rangle / \langle \bar{P} \rangle,
$$

(16)

where $S$ is the area of a unit cell, $\bar{P}_c$ is the time-averaged Poynting vector, and $U_c$ is time-averaged energy density. The unit cell, which is the rectangular region closed by dashed line, is shown in Fig. 1. Eq. (15) means that we can obtain the propagation direction inside the PhC by calculating the averaged energy velocity in a unit cell including the area occupied by the scatters.

The time-averaged Poynting vector at spatial point is given by

$$
\bar{P}_c = \frac{1}{2} \text{Re} \left[ \bar{E}^*_c \times \bar{H}^*_c \right].
$$

(17)

We drop the words “time-averaged” and call $\bar{P}_c$ the Poynting vector for convenience. Inside the PhC, the $x$ and $y$ components of $\bar{P}_c$ can be written as

$$
P_{c,x} = -\frac{1}{2} \text{Re} \sum_{m=-\infty}^{\infty} \left( E_{c,n}^+ H_{c,n}^{*+} + E_{c,n}^- H_{c,n}^{-*} \right),
$$

(18)
$$P_{k,x} = \frac{1}{2} \text{Re} \sum_{n=-\infty}^{\infty} (E_n^+ H_n^{+\ast} + E_n^- H_n^{-\ast}) .$$  \hspace{1cm} (19)$$

Eqs. (18) and (19) can be further used to discuss the contribution of the $n$th-order wave or the sum of several waves. Finally, the propagation angle $\theta_r$ is defined as follows:

$$\tan \theta_r = \frac{P_{k,x}}{P_{k,y}} .$$  \hspace{1cm} (20)$$

III. ANALYSIS OF THE REFRACTIVE PHENOMENA

A. The FDTD Simulations

The Bragg transmission and reflection spectra of the structure in Fig. 1 have been calculated by Sakoda. The refraction in this plane-parallel slab is not like that in the semi-infinite PhC with the field distribution at the early time in Fig. 3(a), it shows that the negative refracted wave brings out the interface and radiate back into the incident region like the reflection wave. By investigating Fig. 4, which is calculated along the interface in the left region and averaged in the area like the PhC, however, energy is not totally confined. The magnitude of the Poynting vector shown in about these leaked waves. Although the left region is like a waveguide sandwiched between air and the refracted angle at 0.375 ($\epsilon_m$, which implies $\mu_m$, which implies $2 \sqrt{2}$, 0.367647. The dielectric constants are $\epsilon_a=1.0$, $\epsilon_b=2.1$, $\epsilon_i=1.0$, and $\epsilon_r=1.0$. The frequency $f$ of the incident beam is 0.375 ($c/a_2$) in the first photonic band where the gradient of the EFS points outward. In our discussions, both interfaces are extended along the $\Gamma$M direction. According to EFSs of the first photonic band, the relation between the incident angle and the refracted angle at 0.375 ($c/a_2$) is shown in Fig. 2. Total 5041 plane waves are used in the EFS calculations and the error is believed below 1%. In this case, two relation carves exit. One describes the positive refraction, and the other represents the negative one. The positive refraction takes place from the incident angle 0° and the negative one can be observed above 16°. Although the negative refraction starts from 16°, the refracted wave which is attenuated along the interface can be still found out below the incident angle 16°. The incident angle is chosen as 10° for the following discussions.

Then the FDTD method is used to investigate refractions in the finite PhC. The number of repetitions $w$ along the y-direction is 29 and both widths of the left and right edge regions are equal to 2$a_2$. A $E_z$-polarized Gaussian beam is incident from air into the PhC with the incident angle 10°. Two spatial field distributions at different times are shown in Fig. 3. One at earlier time is drawn in Fig. 3(a), and the other at later time is shown in Fig. 3(b). The incident regions are at the left in both figures. In Fig. 3(a), the incident wave excites two main waves in the PhC. One much larger wave propagates through the PhC in the manner of positive refraction with the refracted angle about 8°. Another small one exists in the left edge region and then propagates along the interface. This wave seems to be confined in the left region and behaves as a negative refracted wave which is not predicted in Fig. 2. Further investigations from Figs. 3(a) and 3(b) show that some waves leak out the interface and radiate back into the incident region like the reflection wave. By investigating the field distribution at the early time in Fig. 3(a), it shows that the negative refracted wave brings about these leaked waves. Although the left region is like a waveguide sandwiched between air and the PhC, however, energy is not totally confined. The magnitude of the Poynting vector shown in Fig. 4, which is calculated along the interface in the left region and averaged in the area like the
FIG. 2. The relation between the incident angle and the refracted angle at 0.375 (c/a).

supercell in Fig. 1, displays that the energy flow decreases when the wave propagates far away from the incident place. So the negative refracted wave in the left region is unstable and decays as the distance increases. After propagating through about 15a1 and 180a1, the Poynting vector decreases to 90% and e-1 of the original strength, respectively. The cause is the interaction between the negative refracted wave and the nearest few air-hole layers. The evidence can be seen in Fig. 3 where the reflected wave produces as the negative refracted wave propagates forwardly. Besides, this interaction also successively induces the second kind of negative refracted waves which enters the middle region and propagates toward the right edge region as the left arrow denotes in Fig. 3(a). This negative refracted wave is much weaker than the one in the left edge region. Its propagation direction forms an included angle about 10° with the x-direction. Eventually, this wave touches the right edge region and a certain part reflects to the middle region. By the way, it tells us that this structure could be severed as a well function of the waveguide if the length in the x-direction is only few dozen of a1.

Next, the wave in the right edge region is discussed. Because the compositions of the PhC are all lossless in our discussions, the eigenfrequency ω is real which implies the dispersion relation possessing the time-reversal symmetry. According to this symmetry, the process of the incident wave exciting the positive and negative refracted waves can be reversed. When the positive refracted wave leaves the middle region into the right edge region, another wave and its propagation direction like the negative one in the left region can be generated. In Fig. 3(a), the wave in the right region takes place later than the one in the left region due to causality. Like the phenomenon in the left region, the wave in the right region also interacts with the nearest few air-hole layers and then leaks out some waves into the transmitted and middle regions. So this wave is also unstable as the one in the left region. The induced wave enters the middle region and propagates in the direction as the arrow denotes. Then the induced waves from the left and right regions interfere each other in the middle region. The circled part in Fig. 3(a) shows that the interfered wave is in the process of forming. Finally, the interfered wave establishes a special field distribution as the circled part shows.
FIG. 3. The field distributions of (a) the early time and (b) the later time in the case of $d_1 = d_2 = 2a_2$, $\varepsilon_a = 1.0$, $\varepsilon_b = 2.1$, $\varepsilon_i = 1.0$, $r/a_2 = 0.367647$, $f = 0.375$ ($c/a_2$), and $\theta = 10^\circ$.
in Fig. 3(b). It can be seen that a lot of similar field distributions repeat along the x-direction in the middle region. In this case, special phenomenon such as the negative refraction and the interfered wave can be investigated even the incident angle is less than 16°. So the EFSs cannot always predict some propagation phenomena in the finite PhC due to the broken symmetry. These phenomena were very rarely mentioned in past references.

At the end of this section, let us shortly discuss the effect of the edge region. It is found out that the whole field profile can be varied if the widths of both edge regions are changed. In Fig. 5, both $d_1$ and $d_2$ are changed to $7a_2$. As mentioned before, the function of each edge region is like a waveguide confined in between two mediums if the PhC is treated as an effective medium. As the width of the edge region is changed, the wave in it is also altered. It is just like the different mode in the waveguide if the width of the waveguide is broadened or narrowed. Besides, the propagation direction is also different from the case of $d_1=d_2=2a_2$. By comparing Fig. 5 with both Figs. 3(a) and 3(b), the propagation direction in the edge region in Fig. 5 is deviated the x-direction more than that in Fig. 3. The interfered wave in the middle region, which is not regularly repeated along the x-direction, is also different from that in Fig. 3. It is the reason that the width of the edge region changes the propagation direction of the wave in the edge region as well as that of the induced wave in the middle region. In conclusion, some part of the field distribution and the radiation outside the PhC can also be affected by the width of the edge region. If both widths of the left and right regions are asymmetry, the field distribution would be much more complicated than the symmetry case.

B. The Decoupled IFE Calculations

Although the FDTD simulations can give real-time information, some effects like the evanescent waves near the edge are hard to know through the FDTD method. Furthermore, the grating-like structure such as the PhC includes some special propagating waves. The optical performance in each of them should be analyzed individually in order to understand more characteristics of the PhC. By deeply comprehending the IFE method, it is possible to solve the above problems through this method. This method contains the total wave in the PhC including the forward and backward waves which cannot easily be pointed out by the FDTD simulations. It has been introduced in detail in Sec. II.
FIG. 5. The field distribution in the case of $d_1=d_2=7a_2$. Other parameters are the same as those in Fig. 3.
By using Eqs. (9)–(14), the total wave inside the PhC can be decoupled into infinite sub-fields. One advantage of this method is to reveal the relation between each sub-field and the width of the structure in the y-direction. It can tell us how each sub-field varies with the width L. In order to verify our extended method, we repeat the same case in section A. The frequency is still 0.375 (c/\alpha_2), the incident angle is 10°, and other parameters remain. The expanded series in Eqs. (9)–(14) are truncated at 0≤n≤5 and 1≤m≤260 leading to total 2882 unknown coefficients. The choices of \( \alpha \) and \( m \) are enough for convergence.\textsuperscript{17–19} After solving the 2882×2882 coefficient matrix, each sub-field can be obtained by substituting \( A_{mn}, R_n, \) and \( T_n \) into Eqs. (9)–(14).

First, three propagating waves of zeroth order (\( n=0 \)), forwardly minus first order (\( n=-1 \)), and backwardly minus first order (\( n=-1 \)) are demonstrated in Figs. 6(a)–6(c). Both sides in Fig. 6 are two interfaces between the PhC and air, so the field distributions in the incident and transmitted regions are not shown. In Fig. 6(a), the \( n=0 \) forward wave like a plane wave propagates in an effective medium with an tilted angle of 8° related to the y-direction, which is calculated by Eq. (20). This wave is approximated to the positive refracted waves about between 20\( \alpha_1 \) to 45\( \alpha_1 \) in the x-direction in Figs. 3(a) and 3(b). The color contrast in Fig. 3 is not so sensitive like that in Fig. 6(a) because we want to stress the importance of the interfered waves in the middle region. The \( n=0 \) backward wave has the same field profile by rotating the \( n=0 \) forward wave counterclockwise 180°, but the Poynting vector of the backward one is only about 5% as much as that of the forward one. The field distributions of the forward and backward \( n=-1 \) waves are shown in Figs. 6(b) and 6(c), respectively, where the most part of them exist in the left and right edge regions and very few in the middle region. They are almost the same if we rotate one of them 180° counterclockwise.

Next, some former figures in Fig. 6 are combined to form new figures. Then these new figures can be used to represent several parts of field distributions in the FDTD simulations. The first new figure is shown in Fig. 6(d), which is produced by combining Figs. 6(a)–6(c) and the \( n=0 \) backward wave. This figure corresponds to the field distribution about between 40\( \alpha_1 \) to 45\( \alpha_1 \) in the x-direction of Fig. 3(b). If we enlarge the corresponding region in Fig. 3(b), it is very similar to Fig. 6(d) whether in the edge region or the middle region, especially the field patterns in two edge regions. It means that if the backward waves are filtered out from Fig. 7(d), the residual wave can represent the positive refracted wave about between 20\( \alpha_1 \) to 45\( \alpha_1 \) precisely.

The second new figure is shown in Fig. 6(e), which is created by summing Figs. 6(b) and 6(c). In this figure, the most part of fields exist in both edge regions, which are the same as those in Fig. 3(b). By using Eqs. (18)–(20), the propagation directions in both edge regions are almost parallel to the x-direction. Besides, it can be investigated that the field distribution repeating in the middle region is also alike that in Fig. 3(b) as mentioned before. Summary, the results of propagation directions and the field distribution shows that the combination of the \( n=-1 \) forward and backward waves gives both waves in two edge regions of the FDTD result in Fig. 3(b).

C. Propagation Angles

Since the previous section shows that the decoupled IFE method can explain the FDTD simulations and construct the field distributions of different propagating waves, the results permit us to calculate the propagation angles by Eqs. (18)–(20). The Poynting vector as well as the propagation angle are calculated and averaged in a supercell as shown in Fig. 1. Starting at the first air-hole layer close to the left edge region, the supercell is numbered along the y-direction. Finally, there are total 29 supercells in which the last one includes parts of the right edge region. We only consider and discuss the results of the first 28 supercells due to the above reason.

In Fig. 7(a), four results about the forward and backward waves of \( n=0 \) and \( n=-1 \) orders are shown. The propagation angles of the \( n=0 \) forward and backward waves in each supercell are kept at almost the same values even close to the edge regions. On the contrary, the propagation angles have large variances near edge regions for both \( n=-1 \) forward and backward waves. In the case of the \( n=-1 \) forward wave, the propagation angle is close to -90° at the 1st and 28th supercells, and the absolute values decrease from the edge supercell toward the central one. The explicitly decreasing regions cover the left and right outermost 9 supercells. At the 16th supercell, the propagation angle tends to be a stable value of about -29°. But the situation for the backward wave has something
FIG. 6. The field distributions of (a) the $n=0$ forward wave, (b) the $n=-1$ forward wave, (c) the $n=-1$ backward wave, (d) the combined wave of $n=0$ and $n=-1$ of the forward and backward waves, and (e) the combined wave of the $n=-1$ forward and backward waves.
FIG. 7. (a) The propagation angles and (b) the Poynting vectors of \( n = 0 \) and \( n = -1 \) of the forward and backward waves, and (c) the propagation angles of the \( n = 0 \) forward wave, the total forward wave, and the full wave in each supercell.
different with the forward one. Its propagation angle is only -75° less than that of the forward wave. The decreasing regions only cover the left and right outermost 4 supercells. So the backward wave reaches a stable condition faster than the forward one. The stably absolute value of the backward wave is about -44° large than that of the forward one. From Fig. 7(b), the Poynting vectors of the $n=-1$ forward and backward waves in each supercell are almost the same. For two $n=0$ waves, the Poynting vector of the forward one is twenty times as much as that of the backward one. So in the interfered region including two $n=0$ waves, the propagation angle is mainly determined by the forward wave. Besides, the forward $n=0$ wave carries the transmitted information and the backward one the reflected information. The ratios of Poynting vectors between two $n=0$ waves also means that the transmission and reflection in this case are about 95% and 5%, respectively, which are very close to the FDTD calculations.

Finally, the propagation angles of the $n=0$ forward wave, the total forward waves, and the full wave are shown in Fig. 7(c), where three kinds of waves exists mainly about between $20a_1$ to $45a_1$ in the $x$-direction of Fig. 3(b). The full wave includes both forward and back waves, in which the main part displays as Fig. 6(d). It can be found out that the propagation angles of these three waves are very close to each other in all supercells. Comparing the $n=0$ forward wave with the total forward waves, all other $n\neq0$ forward waves contribute to the two supercells nearest to the edge regions, which result in the propagation angles a little reduction. If the interfaces disappear, the propagation angle of the $n=0$ forward wave is the same as that calculated from EFSs of the infinite PhC. So the broken symmetry creates some waves mainly near the interfaces. The result is the same as Felbacq shown, in which the evanescent waves cause the propagation angles of the Bloch waves to decrease in the spaces near the interfaces between the periodic-cylinder region and the homogeneous media. In our discussion, all other $n\neq0$ and $n\neq-1$ waves construct the evanescent waves in the PhC. In Fig. 8, we show another case in which the frequency is 0.52 ($c/a_2$), the incident angle is 10°, and all other parameters are the same as those in Fig. 3. In this case, only one refracted beam is investigated. When the $n=0$ forward and backward waves are filtered from the full wave, the residual field distribution mainly exist at the places near two edge regions, which represents the evanescent wave that affects the propagation angles of the $n=0$ forward and backward waves at these places. By using the decoupled IFE method, the evanescent wave can be clearly constructed which is hard to be extracted from the FDTD simulation. Another information in Fig. 7(c) is that the total backward waves cause the propagation angles of the full wave a little increase at the one-fourth and three-fourth middle region and their neighboring places.

IV. CONCLUSION

In this paper, the decoupled IFE method can give some information which cannot be found out easily through the FDTD method. In one analyzed case, the positive refracted wave shown in the FDTD calculation can be approximately constructed by summing of the $n=0$ and $n=-1$ forward
waves. Its propagation angle is the same as the $n=0$ forward wave when the supercells are away from the edge regions. The deep place in the finite PhC is close to the situation of the infinite PhC, where the propagation angle of the finite PhC fits the EFS result. The difference between the finite and infinite PhCs in the propagation phenomena is arising from the broken symmetry due to the interfaces. We prove that the propagation angles of the supercells near the edge regions have a little decrease due to all the other $n \neq 0$ forward waves, which form evanescent waves.

Besides proposing the decoupled IFE method, some interesting phenomena are also discovered in this paper. We find out that the negative refracted waves exist, which is not predicted by the EFSs but can be exhibited by the FDTD method as well as the decoupled IFE method. The negative refraction should start at the incident angle $16^\circ$, not $10^\circ$ in our case. However, the negative refracted waves, which mainly exist in the left and right edge regions and propagate almost parallel to the interfaces between the PhC and outside media, are attenuated ones. They are unstable until the incident angle is $16^\circ$. Due to the interaction between the negative refracted wave and the nearest few rows of air cylinders, the reflected wave and another weaker negative refracted wave with a small refracted angle are created. The weaker negative refracted waves produced from the left and right edge regions together form the interfered wave in the middle region. It is found out that the negative refracted waves in both edge regions as well as the interfered wave in the middle region can be approximately constructed by two $n=\pm 1$ forward and backward waves.

In conclusion, the decoupled IFE method responds to the FDTD simulations and analyzes the compositions of each propagating wave. It compensates the insufficient predictions of EFSs due to finite size or broken symmetry. Furthermore, the field distributions of evanescent waves inside the PhC can also be given and explain the deviation of the propagation angle near interfaces. So this method has the ability to exhibit important information when discussing the refractions in the finite PhC.

34 A. Yariv and P. Yeh, Optical Waves in Crystals (Jonh Wiley & Sons, 1984).