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This article examines an M[s]/G/1 queueing system with an unreliable server and a repair, in which the server operates a randomised vacation policy with multiple available vacations. Upon the system being found to be empty, the server immediately takes a vacation. If there is at least one customer found waiting in the queue upon returning from a vacation, the server will be activated for service. Otherwise, if no customers are waiting for service at the end of a vacation, the server either remains idle with probability p or leaves for another vacation with probability 1/C0 p. When one or more customers arrive when the server is idle, the server immediately starts providing service for the arrivals. It is possible that an unpredictable breakdown may occur in the server, in which case a repair time is requested. For such a system, we derive the distributions of several important system characteristics, such as the system size distribution at a random epoch and at a departure epoch, the system size distribution at the busy period initiation epoch, and the distribution of the idle and busy periods. We perform a numerical analysis for changes in the system characteristics, along with changes in specific values of the system parameters. A cost effectiveness maximisation model is constructed to show the benefits of such a queueing system.
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1. Introduction

We consider an M[s]/G/1 queueing system in which an unreliable server operates a randomised vacation policy with multiple vacations; the term unreliable server refers to a server which is typically subject to unpredictable breakdowns. The randomised vacation policy presented in this article is as follows: when the system is empty, the server immediately takes a vacation. If there is at least one customer found waiting in the queue upon returning from a vacation, the server will be activated for service. Otherwise, if no customers are waiting for service at the end of a vacation, the server remains idle in the system with probability p and leaves for another vacation with probability 1 − p. In practical applications, there are instances where the server may suffer from unpredictable breakdowns which interrupt service (such as power outages or when the server actually breaks down) during busy periods or where it must perform secondary (vacations) tasks during idle periods.

The modelling analysis for vacation queueing models has been undertaken previously by a number of researchers and has successfully been used in various applied problems, such as production/inventory systems, communication systems and computer networks (Doshi 1986). A comprehensive study on vacation models can be found in Levy and Yechiali (1975) and Takagi (1991). Past work regarding the vacation queueing models may be divided into two parts, depending on whether the server is reliable or unreliable. We will first look at the work which deals with a reliable server. Baba (1986) studied the M[s]/G/1 queueing system with multiple vacations. The first study on vacation models with a control policy was done by Kella (1989). Madan (2001) dealt with a single-server queue with two-stage heterogeneous service and deterministic server vacations. Variations and extensions of these vacation models with control policies have been studied by numerous authors (Lee, Lee, Park, and Chae 1994; Lee, Lee, and Chae 1995; Ke 2001; Hur, Kim, and Kang 2003; Tadj 2003; and Ke 2008). Lee et al. (1994, 1995) analysed batch arrival queues with the N-policy under single and multiple vacations. Ke (2001) examined the control policy of an M/G/1 queueing system with server startup and two vacation types. Hur et al. (2003) optimised the operating cost of an M/G/1 queueing system using the Min(N, T) policy. They derived the
steady-state system size distribution, established a cost function to reveal the characteristics of the cost function and determined the optimal operating policy. The T policy for the M/G/1 quorum queueing system was first proposed by Tadj (2003), who obtained the probability-generating function (PGF) of the number of customers in the system, the expected length of the idle period, busy period and busy cycle, and the determination of the optimum value T. Later, Ke (2008) examined the two thresholds of a batch arrival M^{[x]}/G/1 queueing system under a modified T vacation policy with startup and closedown. The developments and applications on the optimal control of vacation queueing models with different considerations are rich and varied (Tadj and Choudhury 2005). Choudhury and Madan (2005) and Choudhury and Paul (2006) investigated the behaviour of batch arrival queues with an additional second optional service under the N-policy where all of the arrivals demand the first essential service, whereas only some of them demand the second ‘optional’ service. In addition, Takagi (1991) first proposed the concept of a variant vacation (a generalisation of single and multiple vacations) for the single arrival M/G/1 regular system. Zhang and Tian (2001) treated the discrete time Geo/G/1 system with variant vacations, wherein the server takes a random maximum number of vacations after serving all customers in the system. Ke and Chu (2006) examined the variant policy for an M^{[x]}/G/1 queueing system using a stochastic decomposition property. Ke (2007) recently used the supplementary variable technique to study an M^{[x]}/G/1 queueing system with balking under a variant vacation. As for the second category, when the server is unreliable, Wang and Ke (2002) dealt with three parametric control policies (N, T and Min(N,T)) for a single removable and unreliable server M/G/1 queueing system. Ke (2003a) investigated Kella’s (1989) system by considering vacations and startup of an unreliable server. Ke (2003b) examined the optimal strategy policy for an unreliable server M^{[x]}/G/1 queueing system with multiple vacations. Ke (2005) studied a variant T policy for an unreliable server M/G/1 queueing system. The NT policy for an unreliable server M/G/1 queueing system with server startup and closedown was investigated by Ke (2006a), who derived the explicit formulae for various system performance measures such as the expected number of customers in the system, the expected waiting time in the queue, the expected lengths of the idle, busy and breakdown periods, as well as the expected length of the busy cycle. Ke (2006b) proposed a hierarchical vacation policy for an unreliable server M/G/1 queueing system with an early startup. Ke (2007) studied two vacation policies for an unreliable server M^{[x]}/G/1 queueing system with startup and closedown times. Yang, Wang, Ke, and Pearn (2008) analysed the optimal control of a (T,p) policy of an unreliable server M/G/1 system with second optional service and startup. We should note that, in the above-listed works, there are immediately available repair services when a server breaks down. However, in many real-life situations it may not be feasible to start the repairs immediately due to non-availability of the server or if the system is turned off. Choudhury and Tadj (2009) recently investigated the steady-state behaviour of an unreliable M/G/1 queue with an additional second phase of optional service and delayed repair. Choudhury, Ke, and Tadj (2009) proposed the N-policy for an unreliable server M^{[x]}/G/1 queueing system with delayed repair and two phases of service.

The existing literature on queueing problems has focused on vacation policies that depend on queue size or time. To date, very few authors have studied vacation queueing systems where an unreliable server takes a sequence of randomised vacations in the idle time and the repair is requested. This motivates us to develop a randomised vacation policy for an M^{[x]}/G/1 queueing system where the unreliable server operates a randomised vacation policy when the system is empty. Conveniently, we represent this randomised vacation system as an M^{[x]}/(G_1,G_2)/1/VAC(∞) queueing system, where G_1 and G_2 represent the service time and repair time, respectively, and VAC(∞) implies that there is no limit to the number of vacations. Our study is also motivated by some real-world problems. For example, the proposed model can be applied to wafer fabrication problems. Specifically, the wafer fabrication process consists of a series of operations such as epitaxy, oxidation, diffusion, ion implantation, etching and photolithography that build layers of circuitry on a wafer of silicon or gallium arsenide. Depending on the function of the product, the manufacturing process is composed of 200–500 steps. The wafer fabrication problem has received a lot of research attention due to the diverse characteristics of the process, especially in the photolithography process (Uzsoy, Lee, and Martin-Vega 1992, 1994). The photolithography process uses masks/reticles to transfer circuit patterns onto a wafer, and the etching process forms tangible circuit patterns onto the wafer chip. With the required number of processes in the photolithography, integrated circuitry products with preset functions are developed on the wafer (Toktay and Uzsoy 1998). From the concept of the theory of constraints (TOC) proposed by Goldratt and Cox (1992), the performance of a system is determined by the bottleneck resource in that system. In the wafer fabrication photolithography area, the stepper machine (which can be referred to as the server) used to process a wafer...
lot is the most expensive machine in a wafer fabrication factory and usually has the highest utilisation rate; hence, the photolithography workstation is a critical resource in the wafer fabrication process. Consequently, optimised photolithography capacity allocation is very important in the process. There are three main methods used for investigating capacity allocation problems: simulation-based, mathematical and hybrid. Under the mathematical method, a mathematical model, such as linear programming, or queueing theory is utilised. Notably, several important system characteristics are derived in this article, such as the system size distribution or busy cycle, which can be helpful for better understanding the impact of the machine loading balance problem.

In the photolithography process, the arrival of jobs at the workstation can be modelled as a compound Poisson process. The service/process time of each job (provided by a stepper machine) is a random variable with a general distribution. Each job enters the queue of a prescribed machine within the workstation of the photolithography area based on the load allocation (Toktay and Uzsoy 1998). Whenever all jobs are completed and no new jobs arrive, the service is stopped and the stepper machine takes a vacation immediately (to execute preventive maintenance). The primary goal of preventive maintenance is to prevent the breakdown and failure of equipment before it actually occurs. As mentioned above, the photolithography workstation is a critical resource in the wafer fabrication process, so in order to ensure the performance of the system, the machine in the photolithography workstation should utilise idle periods to undertake a sequence of preventive maintenance (such as minimal repairs, overhaul, etc.) to prevent failures. So, when the machine finishes the primary preventive maintenance and returns to the workstation, finding that there are no jobs needed to be processed (perhaps the jobs have been processed by the previous workstation), the machine will either remain idle in the workstation or leave for another vacation (to execute another type of preventive maintenance). Moreover, the machine may be interrupted due to some unpredictable events. When the unpredictable events occur, it is repaired immediately. The service of jobs will start again when the interruption is resolved.

The objectives of this article are as follows: first, we develop the PGF of the number of customers present in the system at a random epoch and at a departure epoch; second, we derive other system characteristics such as the system size distribution at a busy period initiative epoch, and the busy and idle period distributions; third, we deduce reliability indices such as availability and failure frequency of the server; fourth, the effect of parameters on the system characteristics is studied numerically and finally, a cost effectiveness maximisation model is developed to illustrate the benefits from the investment.

2. The system

We consider an $M[\text{[s]}]/G/1$ system with an unreliable server and a repair, in which the server operates a randomised vacation policy when all customers have been served. The detailed description of the model is given as follows: customers arrive in batches according to a compound Poisson process with an arrival rate $\lambda$. Let $X_k$ denote the number of customers belonging to the $k$th arrival batch, where $X_k, k = 1, 2, 3, \ldots$, are with a common distribution.

$$\Pr(X_k = n) = \chi_n, \quad n = 1, 2, 3, \ldots$$

The service time provided by a single server is an independent and identically distributed random variable $S$ with distribution function $S(t)$ and Laplace–Stieltjes transform (LST) $S^*(\theta)$. Arriving customers who join the system form a single waiting line based on the order of their arrival; that is, they are queued according to the first-come, first-served (FCFS) discipline. The server can serve only one customer at a time and the service is independent of the arrival of the customers. If the server is busy or on vacation, arrivals in the queue must wait until the server is available. Whenever the system becomes empty, the server deactivates and leaves for a vacation of random length $V$. If at least one customer is found waiting in the queue upon returning from the vacation, the server is immediately activated for service. Alternatively, if no customers are found in the queue at this time, the server either remains idle in the system with probability $p$ or leaves for another vacation with probability $\bar{p} (=1 - p)$. The vacation time $V$ has distribution function $V(t)$ and LST $V^*(\theta)$. The server is subject to breakdowns at any time with a Poisson breakdown rate $\alpha$ when it is working. As soon as the server fails, it is sent for repair during which time the server stops serving the arriving customers and waits for the repair to begin. The repair time of the malfunctioning server is an independent and identically distributed random variable $R$ with a general distribution function $R(t)$ and LST $R^*(\theta)$. A customer who arrives and finds the server busy or broken down must wait in the queue until the server is available. Although no service occurs during the repair period of a broken server, customers continue to arrive according to a compound Poisson process. In the case where the server breaks down while serving a customer, the server is sent for repair and the customer who is currently being served waits for...
the server to return to complete the service. Immediately after the server is fixed, it starts to serve customers until the system is once again empty. Notably, the various stochastic processes involved in the system are independent of each other.

Define \( G \) as the generalised service time random variable representing the completion of a customer service, which consists of both the service time of a customer and the repair time of a server. The LST of \( G \) can be expressed as follows:

\[
G^*(\theta) = \int_0^\infty \sum_{n=0}^\infty \frac{e^{-\alpha t}t^n}{n!} e^{-\theta(R^*(\theta))} dS(t) = S^*(\theta + \alpha(1 - R^*(\theta))).
\]

From (1), we obtain the first moment of \( G \),

\[
E[G] = -\frac{d}{d\theta}[G^*(\theta)]|_{\theta=0} = E[S](1 + \alpha E[R]),
\]

where \( E[S] = -\frac{d}{d\theta}[G^*(\theta)]|_{\theta=0} \) is the mean service time and \( E[R] = -\frac{d}{d\theta}[R^*(\theta)]|_{\theta=0} \) is the mean repair time.

3. The analysis

We first develop the steady-state differential-difference equations for the \( M^{[x]}(G_1,G_2)/1/VAC(\infty) \) queueing system by treating the elapsed service time, the elapsed repair time and the elapsed vacation time as supplementary variables. Then we solve the system equations and derive the PGFs of various server states at a random epoch.

3.1. System size distribution at a random epoch

In the steady state, let us assume that \( S(t) = 0 \), for \( t \leq 0 \), \( S(\infty) = 1 \); \( R(t) = 0 \), for \( t \leq 0 \), \( R(\infty) = 1 \) and \( V(t) = 0 \), for \( t \leq 0 \), \( V(\infty) = 1 \), and these distribution functions are continuous at \( t = 0 \), so that \( \mu(t)dt = \frac{dS(0)}{1-S(t)} \) can be interpreted as the probability density function of the remaining service time, given that the elapsed time is \( x \). \( \eta(t)dt = \frac{dR(0)}{1-R(t)} \) and \( \omega(t)dt = \frac{dV(0)}{1-V(t)} \) can be referred to the corresponding repair and vacation probabilities, respectively.

The following random variables we define are used for the development of \( M^{[x]}(G_1,G_2)/1/VAC(\infty) \) queueing model:

\[
\begin{align*}
N(t) & \quad \text{the number of customers in the system}, \\
S^*(t) & \quad \text{the elapsed service time}, \\
R^*(t) & \quad \text{the elapsed repair time}, \\
V_j^*(t) & \quad \text{the elapsed time of the } j\text{th vacation}.
\end{align*}
\]

We introduce the following random variable for further development of the randomised vacation

Thus, the supplementary variables \( S^*(t) \), \( R^*(t) \) and \( V_j^*(t) \) are introduced in order to obtain a trivariate Markov process \( \{N(t), \Delta(t), \delta(t)\} \), where \( \delta(t) = 0 \) if \( \Delta(t) = 0 \), \( \delta(t) = S^*(t) \) if \( \Delta(t) = 1 \), \( \delta(t) = R^*(t) \) if \( \Delta(t) = 2 \), and \( \delta(t) = V_j^*(t) \) if \( \Delta(t) = j + 2 (j = 1, 2, \ldots) \).

Furthermore, let us define the following probabilities:

\[
\begin{align*}
P_0(t) & = P_r\{N(t) = 0, \delta(t) = 0\}, \\
P_n(x, t)dx & = P_r\{N(t) = n, \delta(t) = S^*(t); \ x < S^*(t) \leq x + dx\}, \ x > 0, n \geq 1, \\
Q_n(x, y, t)dx & = P_r\{N(t) = n, \delta(t) = R^*(t); \ y < R^*(t) \leq y + dy; S^*(t) = x\}, \ (x, y) > 0, n \geq 1, \\
\Omega_{j,n}(x)dx & = P_r\{N(t) = n, \delta(t) = V_j^*(t); \ x < V_j^*(t) \leq x + dx\}, \ x > 0, n \geq j, j = 1, 2, \ldots.
\end{align*}
\]

In the steady state, we can set the following limit probabilities:

\[
\begin{align*}
P_0 & = \lim_{t \to \infty} P_0(t); \quad P_n(x) = \lim_{t \to \infty} P_n(x, t); \\
Q_n(x, y) & = \lim_{t \to \infty} Q_n(x, y, t) \quad \text{and} \quad \Omega_{j,n}(x) = \lim_{t \to \infty} \Omega_{j,n}(x, t).
\end{align*}
\]

According to Cox (1955), the Kolmogorov forward equations that govern the system under steady-state conditions can be written as follows:

\[
\lambda P_0 = \rho \sum_{j=1}^\infty \int_0^\infty \Omega_{j,0}(x)\omega(x)dx,
\]

\[
\frac{d}{dx}P_n(x) + [\lambda + \alpha + \mu(x)]P_n(x) = \lambda \sum_{k=1}^{n-1} \chi_k P_{n-k}(x) + \int_0^\infty Q_n(x, y)\eta(y)dy,
\]

\[
x > 0, \ y > 0, \ n \geq 1,
\]

\[
\Delta(t) = \begin{cases} 
0, & \text{if the server is idle in the system at time } t \\
1, & \text{if the server is busy at time } t \\
2, & \text{if the server is under repair at time } t \\
3, & \text{if the server is on the 1st vacation at time } t \\
\vdots & \text{if the server is on the } j\text{th vacation at time } t
\end{cases}
\]
\[
\frac{d}{dy}Q_n(x, y) + [\lambda + \eta(y)]Q_n(x, y) = \lambda \sum_{k=1}^{\infty} \chi_k \Omega_{n-k}(x, y), \quad x > 0, \ y > 0, \ n \geq 1,
\]
\[
\frac{d}{dx} \Omega_{j,\theta}(x) + [\lambda + \omega(x)]\Omega_{j,\theta}(x) = 0, \quad x > 0, \ j = 1, 2, \ldots
\]
\[
\frac{d}{dx} \Omega_{j,\theta}(x) + [\lambda + \omega(x)]\Omega_{j,\theta}(x) = \lambda \sum_{k=1}^{\infty} \chi_k \Omega_{j,n-k}(x), \quad x > 0, \ n \geq 1, \ j = 1, 2, \ldots
\]

We solve the above equations by means of the following boundary conditions at \( x = 0 \):

\[
P_n(0) = \sum_{j=1}^{\infty} \int_0^\infty \Omega_{j,\theta}(x) \omega(x) dx + \int_0^\infty P_{n+1}(x) \mu(x) dx + \lambda \chi_n P_0, \quad n \geq 1,
\]
\[
\Omega_{1,n}(0) = \begin{cases} \int_0^\infty P_1(x) \mu(x) dx, \quad n = 0, \\ 0, \quad n \geq 1. \end{cases}
\]
\[
\Omega_{j,n}(0) = \begin{cases} \tilde{P} \int_0^\infty \Omega_{j-1,\theta}(x) \omega(x) dx, \quad n = 0, j = 2, 3, \ldots \\ 0, \quad n \geq 1, j = 2, 3, \ldots \end{cases}
\]

and at \( y = 0 \) and fixed values of \( x \)

\[
Q_n(x, 0) = a P_n(x), \quad x > 0, \ n \geq 1,
\]

and the normalisation condition

\[
P_0 + \sum_{n=1}^{\infty} \int_0^\infty P_n(x) dx + \int_0^\infty \int_0^\infty Q_n(x, y) dy dx
\] 
\[
+ \sum_{j=1}^{\infty} \sum_{n=0}^{\infty} \int_0^\infty \Omega_{j,n}(x) dx \bigg] = 1.
\]

We define the PGFs for \( \{\chi_n\}, \{P_n(\cdot)\}, \{Q_n(\cdot)\} \) and \( \{\Omega_{j,n}(\cdot)\} \), as follows:

\[
X(z) = \sum_{n=1}^{\infty} z^n \chi_n, \quad |z| \leq 1, \quad P(x; z) = \sum_{n=0}^{\infty} z^n P_n(x), \quad |z| \leq 1,
\]
\[
Q(x, y; z) = \sum_{n=1}^{\infty} z^n Q_n(x, y), \quad |z| \leq 1,
\]
\[
\Omega_j(x; z) = \sum_{n=0}^{\infty} z^n \Omega_{j,n}(x), \quad |z| \leq 1, \ j = 1, 2, \ldots
\]

Now multiplying (4) by \( z^n (n = 1, 2, 3, \ldots) \) and then adding the equations up term by term, we obtain

\[
\frac{\partial P(x; z)}{\partial x} + [a(z) + \mu(x) + a(\omega)] P(x; z)
\] 
\[
= \int_0^\infty \eta(y) Q(x, y; z) dy,
\]

where \( a(\omega) = \lambda(1 - X(\omega)) \).

Similarly, proceeding in the usual manner with (5)–(8), we have

\[
\frac{\partial Q(x, y; z)}{\partial y} + [a(z) + \eta(y)] Q(x, y; z) = 0,
\]
\[
\frac{\partial \Omega_j(x; z)}{\partial x} + [a(z) + \omega(x)] \Omega_j(x; z) = 0,
\]

and

\[
P(0; z) = \sum_{j=1}^{\infty} \int_0^\infty \Omega_j(x; z) \omega(x) dx
\] 
\[
+ \frac{1}{z} \int_0^\infty P(x; z) \mu(x) dx + \lambda X(z) P_0
\]
\[
- \sum_{j=1}^{\infty} \Omega_j(0; z) - \lambda P_0,
\]

where \( x > 0 \).

Solving the partial differential Equations (13)–(15), we obtain

\[
P(x; z) = P(0; z)[1 - S(x)] e^{-A(\omega) x},
\]
\[
Q(x, y; z) = Q(x, 0; z)[1 - R(y)] e^{-a(\omega) y},
\]

and

\[
\Omega_j(x; z) = \Omega_j(0; z)[1 - V(x)] e^{-a(\omega) x}, \quad j = 1, 2, \ldots
\]

where \( A(z) = a(z) + a(1 - R^*(a(z))) \).

Solving the differential Equation (6) yields

\[
\Omega_{j,0}(x) = \Omega_{j,0}(0)[1 - V(x)] e^{-a_0 x}, \quad j = 1, 2, \ldots
\]

Now, (20) is multiplied by \( \omega(x) \) on both sides and integrating with over \( x \) from 0 to \( \infty \); we then have

\[
\int_0^\infty \Omega_{j,0}(x) \omega(x) dx = \Omega_{j,0}(0) \gamma_j,
\]

where \( \gamma_j = V^*(\lambda_j) \). Using (21) and (10), we can recursively obtain

\[
\Omega_{j,0}(0) = (\tilde{\omega} \gamma_0)^j - 1 \Omega_{j,0}(0), \quad j = 2, 3, \ldots
\]
Using (22) in (3), and after doing some algebraic manipulation, we have
\[ \Omega_{1,0}(0) = \frac{\lambda P_0(1 - \bar{p} \gamma_0)}{p_0 \gamma_0}. \] (23)

From (22) and (23), we finally obtain
\[ \Omega_j(0; z) = \Omega_{j,0}(0) = (\bar{p} \gamma_0)^{j-1} \frac{\lambda P_0(1 - \bar{p} \gamma_0)}{p_0 \gamma_0}, \quad j = 1, 2, \ldots \] (24)

Integrating (20) with respect to \( x \) from 0 to \( \infty \), we obtain
\[ \Omega_j = \Omega_{j,0}(0) \int_0^\infty [1 - V(x)] e^{-\lambda x} dx = \frac{1}{\lambda} \Omega_{j,0}(0)(1 - \gamma_0). \] (25)

Equations (24) and (25) yield
\[ \Omega_j = (\bar{p} \gamma_0)^{j-1} \frac{P_0(1 - \bar{p} \gamma_0)(1 - \gamma_0)}{p_0 \gamma_0}, \quad j = 1, 2, \ldots \] (26)

Note that \( \Omega_j \) represents the steady-state probability that there are no customers in the system when the server is on the \( j \)th vacation. Let \( \Omega_0 \) be the probability that no customers appear in the system when the server is on vacation. We then have
\[ \Omega_0 = \sum_{j=1}^\infty \Omega_j = \frac{P_0(1 - \gamma_0)}{p_0 \gamma_0}. \] (27)

Substituting (17), (19) and (24) into (16), we get
\[ P(0; z) = \frac{\lambda P_0 V^*(a(z)) + P(0; z)S^*(A(z))}{z} + \lambda X(z) P_0 - \sum_{j=1}^\infty \Omega_j(0) - \lambda P_0. \] (28)

Solving \( P(0; z) \) from (28) and using (24) yields
\[ P(0; z) = \frac{\lambda P_0 z^{V^*(a(z)) - 1} - 1 + X(z)}{z - S^*(A(z))}. \] (29)

It follows from (17) and (29) that
\[ P(x; z) = \frac{\lambda P_0 z^{V^*(a(z)) - 1} - 1 + X(z)}{z - S^*(A(z))} \times [1 - S(x)] e^{-\lambda x}, \] (30)

which leads to
\[ P(z) = \int_0^\infty P(x; z) dx = \frac{\lambda P_0 z^{V^*(a(z)) - 1} - 1 + X(z)}{z - S^*(A(z))} \times \frac{1 - S^*(A(z))}{A(z)}. \] (31)

Inserting (18) with the boundary conditions (11), \( Q(x, 0; z) \) can be expressed as
\[ Q(x, 0; z) = \alpha P(x; z). \] (32)

Inserting (17) and (32) into (18) yields
\[ Q(x, y; z) = \alpha P(0; z)[1 - S(x)] e^{-\lambda x} - [1 - R(y)] e^{-\lambda y}. \] (33)

Inserting (29) into (33) we obtain
\[ Q(x, y; z) = \frac{\lambda P_0 z^{V^*(a(z)) - 1} - 1 + X(z)}{z - S^*(A(z))} \times [1 - S(x)] e^{-\lambda x} - [1 - R(y)] e^{-\lambda y}. \] (34)

Calculating the double integral \( \int_0^\infty \int_0^\infty W(x, y; z) dx dy \) and \( \int_0^\infty \int_0^\infty Q(x, y; z) dx dy \) we finally obtain
\[ Q(z) = \frac{\lambda P_0 z^{V^*(a(z)) - 1} - 1 + X(z)}{z - S^*(A(z))} \times \frac{a[1 - R^*(a(z))]}{A(z)}. \] (35)

Using (19) and (24) results in
\[ \Omega_j(z) = (\bar{p} \gamma_0)^{j-1} \frac{P_0(1 - \bar{p} \gamma_0)(V^*(a(z)) - 1)}{p_0 \gamma_0(X(z) - 1)}, \quad j = 1, 2, 3, \ldots \] (36)

The unknown constant \( P_0 \) can be determined by using the normalisation condition (12), which is equivalent to \( P_0 + P(1) + Q(1) + W(1) + \sum_{j=1}^\infty \Omega_j(1) = 1 \). Thus, we obtain:
\[ P_0 = \frac{1 - \rho_n}{1 + \frac{2^k E[V]}{p_0 \gamma_0}} \] (37)

where \( \rho_n = \rho(1 + \alpha E[R]) \) and \( \rho = \lambda E[X] E[S] \).

Note that Equation (37) represents the steady-state probability that the server is idle but available in the system. Also from Equation (37), we have \( \rho_n < 1 \), which is the necessary and sufficient condition under which steady-state solution exists.

Let \( \Phi(z) = P_0 + P(z) + Q(z) + \sum_{j=1}^\infty \Omega_j(z) \) be the PGF of the system size distribution at a stationary point of time, we then have
\[ \Phi(z) = \frac{(1 - \rho_n) S^*(A(z))(z - 1)}{z - S^*(A(z))} \times \frac{(V^*(a(z)) - 1) + (X(z) - 1)p_0 \gamma_0}{(\lambda E[V] + p_0 \gamma_0)(X(z) - 1)}. \] (38)
Remark 1: By setting \( p = 1 \) and \( \alpha = 0 \), our model can be simplified to the \( M/G/1 \) queueing system with single vacation. \( \Phi(z) \) can be rewritten as

\[
\left( \frac{(1 - \rho)(1 - z)S^*(a(z))}{S'(a(z))} \right) \left( \frac{1 - V^*(a(z)) + \gamma_c(1 - X(z))}{(1 - X(z))(\lambda E[V] + \gamma_c)} \right),
\]

which confirms the results in Section 6 of Choudhury’s (2002) system.

3.2. The expected number of customers in the system and the expected waiting time

In (38), we evaluate \( \frac{d}{dz} \Phi(z) \) at \( z = 1 \) by using L’hopital’s rule which leads to the expected number of customers in the system, which is given by

\[
\bar{W}_q = \frac{\alpha E[D] + E[R]}{\mu} + \frac{E[X(X - 1)]E[G] + \lambda E[X](1 + \alpha E[R])E[S]}{2}\frac{E[X]}{(1 - \rho_u)} + \frac{\alpha\lambda E[X]E[R^2]E[S]}{2(1 - \rho_u)} + \frac{\lambda E[V^2]}{2(\lambda E[V] + \rho_0)}. \tag{39}
\]

By using Little’s formula, we obtain the expected waiting time in the queue, \( \bar{W}_q \), which is given by

\[
\bar{W}_q = \frac{\alpha E[D] + E[R]}{\mu} + \frac{E[X(X - 1)]E[G] + \lambda E[X](1 + \alpha E[R])E[S]}{2}\frac{E[X]}{(1 - \rho_u)} + \frac{\alpha\lambda E[X]E[R^2]E[S]}{2(1 - \rho_u)} + \frac{\lambda E[V^2]}{2(\lambda E[V] + \rho_0)}. \tag{40}
\]

Remark 2: Suppose that we have \( p = 1 \) and \( \alpha = 0 \); then if we set \( \Pr(X = 1) = 1 \), our model can be reduced to the ordinary \( M/G/1 \) queueing system with single vacation. It follows from (40) that the expected waiting time in the system is given by

\[
\bar{W}_s = \frac{\lambda E[V^2]}{2(\lambda E[V] + \gamma_c)} + \frac{\lambda E[S^2]}{2(1 - \rho)},
\]

which is in accordance with Takagi’s system (1991, sec. 2.2, p. 126).

Remark 3: Allowing for \( p = 0 \) and \( \alpha = 0 \), our model reduces to the ordinary \( M^{[4]}/G/1 \) queueing system with multiple vacations. From (40), we have the expected waiting time in the system as

\[
\bar{W}_s = \frac{\lambda E[V^2]}{2\lambda E[V]} + \frac{\lambda E[X]E[S^2]}{2(1 - \rho)} + \frac{E[X(X - 1)]E[S]}{2E[X](1 - \rho)},
\]

which agrees with those of Takagi’s system (1991), or Ke and Chu’s system (2006) for multiple vacations (i.e. \( J = \infty \)).

3.3. Queue size distribution at a departure epoch

We derive the PGF of the steady-state distribution of the number of units in the queue at a departure epoch for the \( M^{[4]}/(G_1,G_2)/1/VAC(\infty) \) queueing system. Following the arguments by Wolff (1982), we state that a departing customer will see \( l \) customers in the queue just after a departure if and only if there were \( (l + 1) \) customers in the queue just before the departure. Thus we may write

\[
\Phi^+ = \int_0^\infty \mu(x) P_{l+1}(x) dx, \quad l = 0, 1, \ldots , \tag{41}
\]

where \( \Phi^+ = \Pr(A \text{ departing customer will see } l \text{ customers in the queue}) \), and \( K_0 \) is the normalising constant. The PGF of \( \Phi^+ \) is given by

\[
\Phi^+(z) = K_0 \times \frac{\lambda P_0 \left( \frac{V^*(a(z)) - 1}{1 - X(z)} \right) S^*(A(z))}{z - S^*(A(z))} \tag{42}
\]

Using the normalisation condition \( \Phi^+(1) = 1 \) results in

\[
K_0 = \frac{1 - \rho_H}{\lambda P_0 E[X]\left(1 + \frac{\lambda E[V]}{\psi_0}\right)}, \tag{43}
\]

which leads to the PGF of the departure point queue size distribution as

\[
\Phi^+(z) = \left( \frac{1 - \rho_H}{\lambda P_0 E[X]\left(1 + \frac{\lambda E[V]}{\psi_0}\right)} \right) \frac{1 - X(z)}{E[X](1 - z)} \times \Phi(z). \tag{44}
\]

From (44), it is obvious that \( \Phi^+(z) \) can be decomposed into two independent terms:

\[
\Phi^+(z) = \frac{1 - X(z)}{E[X](1 - z)} \times \Phi(z). \tag{45}
\]

It should be noted that the departure point queue size distribution given by Equation (45) can be decomposed into two independent random variables: one (the first term) is the number of customers placed before a tagged customer in a batch in which the tagged customer arrives and the other (the second term) is the stationary system size of the \( M^{[4]}/(G_1,G_2)/1/VAC(\infty) \) queueing system.

Remark 4: Suppose we let \( p = 1 \) and \( \alpha = 0 \) in (44). Our system can then be reduced to the \( M^{[4]}/G/1 \) queue with single vacation. Equation (44) can be rewritten as

\[
\Phi^+(z) = \left( \frac{1 - V^*(a(z)) + V^*(a)(1 - X(z))}{E[X(\lambda E[V] + V^*(a))(1 - z)]} \times \frac{(1 - \rho)(1 - z)S^*(a(z))}{S^*(a(z)) - z} \right) \beta(z) \Phi^+(z; M^{[4]}/G/1),
\]
where
\[ \beta(z) = \frac{1 - V^*(a(z)) + V^*(\lambda)(1 - X(z))}{E[X] \lambda E[V] + \gamma}(1 - z), \]
and
\[ \Phi^+(z; M[G]/G/1) = \frac{(1 - \rho)(1 - z)S^*(a(z))}{S^*(A(z)) - z}, \]
is the PGF of the stationary queue size distribution of an ordinary M[G]/G/1 queue. This is in accordance with the stochastic decomposition property demonstrated in Choudhury’s (2002) system.

**Remark 5:** If we consider the ordinary M/G/1 system with server breakdown without vacations (i.e. Pr(X = 1) = 1 and Pr(V = 0) = 1), Equation (44) can be reduced to
\[ \Phi^+(z) = \frac{(1 - \rho)(1 - z)S^*(A(z))}{S^*(A(z)) - z}, \]
which is consistent with Choudhury and Tadj (2009) for no optional service and no delayed repair.

### 3.4. System size distribution at busy period initiation epoch

First, we define \( \varphi_n \) \((n = 1, 2, \ldots)\) as the steady-state probability such that an arbitrary (tagged) customer finds \( n \) customers in the system at the busy initiation epoch (or completion epoch of the idle period). This implies that \( t_i \) \((i = 0, 1, 2, \ldots)\) are the initiation epochs of the busy period and \( N(t_i) \) is the number of customers in the system at the time instant \( t_i \); then we have
\[ \varphi_n = \lim_{t \rightarrow \infty} \text{Pr}(N(t_i) = n), \quad n = 1, 2, \ldots \]

Conditional upon the number of customers who arrive during the first vacation, from the concept of Poisson Arrivals See Time Average (Wolff 1982), we have the following steady-state equation:
\[
\varphi_n = (1 + \tilde{p} \gamma_0 + \tilde{p}^2 \gamma_0^2 + \cdots) \sum_{k=1}^{n} \gamma_k^n \chi_n^{(k)} + \left( p \sum_{m=0}^{n-1} \tilde{p}^m \gamma_0^{m+1} \right) \gamma_n,
\]
where \( \chi_n^{(k)} = \text{Pr}(X_1 + X_2 + \cdots + X_k = n) \) is the \( k \)-fold convolution of \( \chi_1 \). \( \gamma_0^{(0)} = \text{Pr}(k \text{ batches arrive during a vacation time}).

Now multiplying (46) by appropriate powers of \( z \) and summing over all possible values of \( n \), we get the PGF of \( \{\varphi_n\} \):
\[ \varphi(z) = \frac{V^*(a(z)) - \gamma_0}{1 - \tilde{p} \gamma_0} + \frac{p \gamma_0}{1 - \tilde{p} \gamma_0} X(z), \]
which leads to
\[ E[\varphi] = \frac{\lambda E[X] E[V]}{1 - \tilde{p} \gamma_0} + \frac{p \gamma_0}{1 - \tilde{p} \gamma_0} E[X]. \quad (48) \]

Equation (47) represents the PGF of the number of customers in the system at the completion epoch of the idle period; this is equivalent to the PGF of the system size distribution at the busy period initiation epoch.

**Remark 6:** Substituting \( p = 1 \) and \( \alpha = 0 \) into (47), our system can be reduced to the ordinary M[G]/G/1 single vacation policy queue. In this case, \( \varphi(z) \) can be rewritten as
\[ \varphi(z) = V^*(a(z)) + \gamma_0 [X(z) - 1], \]
which is in accordance with Choudhury’s (2002) system.

**Remark 7:** As \( p = 0 \) and \( \alpha = 0 \), our system can be simplified to the M[G]/G/1 queue and with multiple vacations. In this case, \( \varphi(z) \) can be rewritten as
\[ \varphi(z) = \frac{V^*(a(z)) - \gamma_0}{1 - \gamma_0}, \]
which is consistent with Ke and Chu (2006) for \( J = \infty \).

### 3.5. Expected length of the completion period and idle period

Let \( H^*(\theta) \) and \( I^*(\theta) \) represent the LST of the completion period (including busy period and breakdown period) and idle period for the M[G]/(G\(_1, G\(_2\))/1/ VAC(\(\infty\)) queueing system. Utilising the arguments by Takagi (1991, sec. 2.2) and Tang (1997), \( H^*(\theta) \) and \( I^*(\theta) \) can be expressed as
\[ H^*(\theta) = \frac{V^*[\lambda(1 - X(H^*_0(\theta))] - \gamma_0}{1 - \tilde{p} \gamma_0} + \left( \frac{p \gamma_0}{1 - \tilde{p} \gamma_0} \right) X(H^*_0(\theta)), \quad (49) \]
and
\[ I^*(\theta) = \frac{V^*(\theta) - V^*(\theta + \lambda)}{1 - \tilde{p} V^*(\theta + \lambda)} + \left( \frac{p V^*(\theta + \lambda)}{1 - \tilde{p} V^*(\theta + \lambda)} \right) \left( \frac{\lambda}{\lambda + \theta} \right), \quad (50) \]
where \( H^*_0(\theta) = G^*[\theta + \lambda - \lambda X(H^*_0(\theta))] \) is the LST of the completion period in the ordinary M[G]/G/1 queueing model with an unreliable server.

Now, we further define the following:
\[ E[H] \quad \text{the expected length of completion period}, \]
\[ E[I] \quad \text{the expected length of idle period}, \]
\[ E[C] \quad \text{the expected length of busy cycle}. \]
Using (49) and (50), this elicits:

\[
E[H] = \left( \frac{\lambda E[V]}{1-\rho_H} + \frac{\rho_H}{1-\rho_H} \right) \left( E[X]E[G] \right),
\]

\[
E[I] = \frac{E[V]}{1-\rho_H} + \frac{\rho_H}{\lambda(1-\rho_H)}.
\]

and

\[
E[C] = E[H] + E[I] = \left( \frac{\lambda E[V]}{1-\rho_H} + \frac{\rho_H}{1-\rho_H} \right) \frac{1}{\lambda(1-\rho_H)}.
\]

Remark 8: Letting \( Pr(X = 1) = 1 \) and \( Pr(V = 0) = 1 \), Equation (51) can be rewritten as

\[
E[H] = \frac{E[S](1 + \alpha E[R])}{1-\rho_H},
\]

which is in accordance with Choudhury and Tadj (2009) for no optional service and no delayed repair.

4. Reliability indices

In this section, we develop two main reliability indices of the presented model, namely, the system availability and failure frequency under the steady-state conditions. Let us define \( Av(t) \) as the system availability at time \( t \), that is, the probability that the server is working for a customer, being on vacation or remaining idle in the system. The steady-state availability of the server is given by \( Av = \lim_{t \to \infty} Av(t) \).

**Theorem 1:** The steady-state availability of the server is given by

\[
Av = \rho + \frac{1-\rho_H}{1+\frac{\lambda E[V]}{\rho_H}},
\]

**Proof:** We first consider the following equation:

\[
Av = P_0 + \int_0^\infty P(x,1)dx = P_0 + \lim_{z \to 1} P(z),
\]

then using Equations (31) and (37), we get the result (54).

**Theorem 2:** The steady-state failure frequency of the server is given by

\[
M_f = \alpha \rho.
\]

**Proof:** Following the argument by Li, Shi, and Chao (1997), we obtain

\[
M_f = \alpha \int_0^\infty P(x,1)dx,
\]

then using (31), we can get the result (55).

5. The cost effectiveness maximisation model

In this section, we develop the cost effectiveness, which is defined as (availability)/(the expected out of pocket cost rate) to be an alternative cost criterion which reflects the efficiency per dollar outlay (Park and Park 1986). This criterion is useful for the effective allocation of available funds. That is, the availability is evaluated under a given investment (restricted money). This criterion is helpful for management/practitioner in practical use such that benefits are obtained from the investment.

Let \( Cr \) be the expected cost rate per busy cycle, then

\[
Cr = \frac{Cs}{E[C]},
\]

where \( Cs \) is the out of pocket cost per cycle. The cost effectiveness is defined as

\[
Ce = \frac{Av}{Cr},
\]

which represents the effective use for a given cost (money). This is why we maximise Equation (57).

6. Numerical illustration

The first purpose of this section is to study the effects of various parameters on the system characteristics such as the expected number of customers/jobs in the system and \( (L_s) \) the expected length of completion period \( (E[H]) \). An example (as the wafer fabrication scenario mentioned in Section 1) is provided to visualise the numerical investigation:

- The jobs arrive in batches according to a compound Poisson process with an arrival rate of \( \lambda = 0.4 \).
- The stepper machine may be interrupted due to some unpredictable accident with a Poisson breakdown rate of \( \alpha = 0.05 \).
- The number of jobs \( (X) \) belonging to each arrival obeys the Geometric distribution with the parameter set to 0.5 (denoted by Geo(0.5)).
- The probability that the machine will go on preventative maintenance when no jobs are queued in the system at the end of a maintenance routine is \( 1 - p = 0.5 \).
- The service/process time of the machine in the workstation of photolithography area follows a 4-stage Erlang distribution (denoted by \( E_4 \) with a mean \( E[S] = 0.5 \)).
- The time taken to perform the preventative maintenance for the stepper machine is distributed according to an exponential distribution (denoted by \( M \) with a mean \( E[V] = 1.0 \)).
The repair time of the broken-down machine in the workstation of the photolithography area has an exponential distribution (denoted by $M$ with a mean $E[R] = 0.5$).

In our first set of numerical investigations, we use the above parameters, and vary $\alpha$ from 0.0 to 1.0 and $p$ from 0.0 to 1.0 to investigate the effects of different values of $p$ and $\alpha$ on $L_s$ and $E[H]$. From Figures 1 and 2, we observe that (1) $L_s$ and $E[H]$ slowly decrease as $p$ increases for fixed $\alpha$; and (2) $L_s$ and $E[H]$ increase as $\alpha$ increases for fixed $p$. As expected, a larger $p$ implies that the number of jobs (in the system) and the completion period become smaller, due to ongoing preventative maintenance having a lower probability. In addition, when the breakdown rate increases, the server is often unable to provide service for the jobs, which leads to the expected number of jobs in the system becoming larger and the completion period longer.

A second numerical investigation deals with the effects of various service time distributions and different service rates on $L_s$. The service time distributions considered are the exponential ($M$), 2-stage Erlang ($E_2$), and 2-stage hyper-exponential ($H_2$) distributions. The effects of the service time distributions and different service rates on $L_s$ are shown in Table 1. From Table 1, the comparison of $L_s$ for $M$, $E_2$ and $H_2$, shows the results of service rate changes in accordance with the selected values 1.0, 5.0 and 10.0: (i) the three service distributions ordered by their relative magnitudes on $L_s$ produce $H_2 > M \geq E_2$; and (ii) the expected number of jobs increases as $1/E[S]$ decreases. This suggests that the larger the $CV_{service}$ (coefficient of variation of the service time), the larger $L_s$ becomes.

For the third set of numerical investigations, we study the effects of changing the vacation time distribution and the vacation rate on $L_s$, the results of which are summarised in Table 2. The comparison of $L_s$ for the three vacation time distributions $M$, $E_2$, and $H_2$ shows the results when the vacation rate changes from the selected values 1.0, 5.0 and 10.0: (i) the three vacation distributions by their relative magnitudes on $L_s$ yield $H_2 > M \geq E_2$; and (ii) the expected number of jobs increases as $1/E[V]$ decreases.

### Table 1. System characteristics for different service time distributions and service rates.

<table>
<thead>
<tr>
<th>$1/E[S]$</th>
<th>$S \equiv M$</th>
<th>$S \equiv E_2$</th>
<th>$S \equiv H_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>$\bar{L}_s$</td>
<td>9.83</td>
<td>8.84</td>
</tr>
<tr>
<td>5.0</td>
<td>$\bar{L}_s$</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>10.0</td>
<td>$\bar{L}_s$</td>
<td>0.32</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Notes: $\lambda = 0.4$, $\alpha = 0.05$, $X \equiv Geo(0.5)$, $p = 0.5$, $V \equiv M$ with $E[V] = 1$, $R \equiv M$ with $E[R] = 0.5$.

### Table 2. System characteristics for different vacation distributions and vacation rates.

<table>
<thead>
<tr>
<th>$1/E[V]$</th>
<th>$V \equiv M$</th>
<th>$V \equiv E_2$</th>
<th>$V \equiv H_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>$\bar{L}_s$</td>
<td>1.75</td>
<td>1.48</td>
</tr>
<tr>
<td>5.0</td>
<td>$\bar{L}_s$</td>
<td>1.34</td>
<td>1.33</td>
</tr>
<tr>
<td>10.0</td>
<td>$\bar{L}_s$</td>
<td>1.32</td>
<td>1.32</td>
</tr>
</tbody>
</table>

Notes: $\lambda = 0.4$, $\alpha = 0.05$, $X \equiv Geo(0.5)$, $p = 0.5$, $S \equiv E_4$ with $E[S] = 0.5$, $R \equiv M$ with $E[R] = 0.5$. 

![Figure 1. The expected number of customers in the system for different values of $p$ and $\alpha$.](image1)

![Figure 2. The expected lengths of completion period for different values of $p$ and $\alpha$.](image2)
For the fourth set of numerical investigations, we examine the effects of various repair time distributions and different repair rates on $L_s$. The effects of the different repair time distributions and repair rates on $L_s$ are shown in Table 3. From Table 3, the comparison of $L_s$ for the three repair time distributions $M$, $E_2$ and $H_2$, showed the results when the repair rate changes from the selected values 1.0, 5.0 and 10.0: (i) the three repair distributions ordered by their relative magnitudes on $L_s$ produce $H_2 > M > E_2$ and (ii) the expected number of jobs decreases as $1/E[R]$ increases. It is interesting that the larger $CV_{\text{repair}}$ (coefficient of variation of the repair time), the larger $L_s$ becomes.

For the last set of numerical investigations, we assume that $E[R] = 1$, and investigate the effect of different values of $p$ and vacation time distributions on $L_s$ and $W_s$. Three vacation distributions with $E[V] = 0.5$ are considered. Table 4 clearly shows that $L_s$ and $W_s$ decrease as $p$ increases for the vacation time distributions: $M$, $E_2$ and $H_2$. This also reveals that when $p$ changes from selected values 0.0, 0.5 and 1.0, the three vacation time distributions ordered by their relative magnitudes on $L_s$ and $W_s$ produce $H_2 > M > E_2$. This implies that the larger $CV_{\text{vacation}}$ (coefficient of variation of the vacation time), the larger $L_s$ becomes.

Our numerical investigations indicate that (i) when all parameters are given, the impact of the service (or vacation) distribution on the system characteristics is not significant for large service rate (or vacation rate) and (ii) the vacation time distribution of the stepper machine has a much more significant effect on the system characteristics than $p$ does.

The second purpose of this section is to examine the effects of various parameters on the cost rate and cost effectiveness discussed in the previous section. For convenience, the settings of system’s parameters are given as follows:

- $Cs = 100$.
- Geometric batch size with a mean $E[X] = 1.0$.
- Exponential service time with a mean $E[S] = 0.5$.
- Exponential repair time with a mean $E[R] = 1.0$.

For illustrative purposes, an exponential distribution is considered as the vacation time with a vacation rate of 2. The results of cost rate and effectiveness are

![Figure 3](image-url)
shown, respectively, in Figures 3–7 for the following five cases.

**Case 1:** We choose $C_1 = 0.05$, $p = 0.5$ and vary the values of $C_2$ from 0.0 to 1.8.

**Case 2:** We choose $C_2 = 0.6$, $p = 0.5$ and vary the values of $C_1$ from 0.0 to 0.05.

**Case 3:** We choose $C_2 = 0.6$, $C_1 = 0.05$ and vary the values of $p$ from 0.0 to 1.0.

**Case 4:** We choose $C_2 = 0.6$, $C_1 = 0.05$ and vary the values of the service rate $(1/E[S])$ from 0.0 to 1.0.

**Case 5:** We choose $C_2 = 0.6$, $C_1 = 0.05$ and vary the values of the vacation rate $(1/E[V])$ from 0.0 to 1.0.

Figure 3(a) and (b) reveals that (i) the cost rate first increases ($\rho \leq 0.43$) and then decreases ($\rho > 0.43$) with increasing $\lambda$, and (ii) the cost effectiveness first decreases ($\rho \leq 0.33$), and then increases slightly ($\rho > 0.33$) with increasing $\lambda$ from 0.0 to 1.0. One can also observe that the cost rate has a minimum and cost effectiveness has a maximum when $\rho \to 0.0$ or 1.0. From practice aspects, the cost rate reaches a minimum when the zero loading ($\rho = 0$) or overloading ($\rho > 1$) of the stepper machine occurs; this is due to the busy cycle becoming longer. In contrast, the cost effectiveness in a busy period is large for the zero loading or overloading. One sees from Figures 4 and 5 that the cost rate decreases as $\alpha$ increases but increases as $p$ increases from 0.0 to 1.0. Moreover, we also observe that the cost effectiveness increases as $\alpha$ or $p$ increases from 0.0 to 1.0. It is interesting that for a given cost, the larger $\alpha$ (or $p$), the larger $Ce$. That is, when the cost per cycle is fixed, the stepper machine has larger cost effectiveness in a busy cycle for a larger breakdown rate (or maintenance probability). From Figures 6 and 7, we observe that the
cost rate increases as $1/E[S]$, or $1/E[V]$ increases; on the other hand, the cost effectiveness decreases as $1/E[S]$, or $1/E[V]$ increases. This implies that the stepper machine has a larger cost effectiveness in a busy cycle for smaller service rates (or vacation rates) when the cost is restricted.

7. Conclusions
In this article, we analysed an $M[\lambda]/(G_1,G_2)/1/VAC(\infty)$ queueing system, in which the unreliable server applies a randomised vacation policy with multiple vacations in the idle period and a repair is requested when the server breaks down. The distributions of some important system characteristics for such a system were derived. A cost effectiveness maximisation model was also developed to demonstrate the efficiency per dollar outlay. Some extensive numerical computations were performed to study the effects of the system parameters on the system characteristics. This research presents an extension of the vacation model theory and the analysis of the model will provide a useful performance evaluation tool for more general situations arising in practical applications, for example, the wafer fabrication problems in manufacturing systems presented in Section 1.
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