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Abstract
With the rise of the Internet of things, the smart environmental issue is becoming increasingly important. Sensor web is one of the best solutions to this issue and provides the advantages of sensor networks and web services. Ontology web language for services (OWL-S) is an OWL-based web services ontology, which provides the ability to describe the semantics of web services and their capabilities in a formal and machine-processable manner. Moreover, it aids semantic service matching, selection and composition. However, automatically annotating semantic web services is a highly complicated and tedious task. In this study, we propose a methodology to uncover information in the history data and profiles of web services and then semantically annotate them. With the proposed approach, semantic relationships between web services could be extracted via a combination of association rules and input/output matching. Our results show that this hybrid automated knowledge-discovery approach works better than traditional approaches do. We also provide a scenario to explain how the proposed methodology works.
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Introduction
In recent years, with the increasing prevalence of the Internet of things (IoT), the smart environmental issue has become increasingly important. A ‘sensor web’, a type of sensor network, is one of the best solutions to this issue\textsuperscript{1,2}. The terminology of the sensor web is also associated with sensing systems that heavily use the World Wide Web as a platform. Open Geospatial Consortium (OGC)’s sensor web enablement framework defines a suite of web service interfaces, standards and communication protocols abstracted from the heterogeneity of sensor network communication\textsuperscript{3}. Therefore, service-oriented architecture (SOA) and web services technologies play important roles in the issue of sensor web monitoring in smart environments.

In the IoT environment, we can build integrated semantic service-oriented systems to support semantic interoperability\textsuperscript{4}. Semantic technologies have been used in recent years as a key solution to provide formalized representations of real-world data. The advantage of applying semantic technologies to sensor data lies in the
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conceptualization and abstract representation of raw data, making them machine interpretable and interlinking the data with existing resources on the Web. Sensor data related to different events and occurrences can be analysed and turned into actionable knowledge. One of the primary goals of interconnecting devices and collecting/processing data from them is to create situational awareness and enable applications, machines and human users to better understand their surrounding environments. However, the data collected by different sensors and devices are usually multimodal and diverse in nature. Owing to the large amount of sensor data, it is difficult to determine the relationships between them.

For the reasons mentioned above, we will discuss how to combine the context of networks and web services with semantic technologies to contribute to the future intelligent environment. The goals of this study are to transform data into actionable knowledge and intelligence as well as to propose solutions for automated knowledge discovery and semantic annotation for network and web services.

Research on SOA and web service problems has become increasingly important in recent years due to the challenge of automating processes as well as the growing number of sensor networks and web services over the Internet. There are three basic roles for participants in SOA. The client (or consumer) uses a service, the provider offers a service and the broker (or registry) is a mediator who matches clients and providers. SOA can be achieved with several technologies, such as older common object request broker architecture, all services (or web services) can invoke or communicate with each other. It would not only be more flexible when simultaneously using resources but also easier to integrate many different platforms and systems. Figure 1 shows the roles, techniques and interaction processes of the web services standard.

Service-oriented computing (SOC) promotes the idea of assembling application components with standard interfaces into a network of services that can be loosely coupled to create flexible, dynamic business processes and agile applications that span organizations and computing platforms. There are several pivotal, inherently related research themes in SOC, such as service matching and discovery, service composition; service management and monitoring and service-oriented engineering. Most of these issues, which are related to selection and composition, converge on the same fundamental problem: ‘What additional information and methodologies are required to facilitate web service matching to increase accuracy?’

The semantic web approach is one of the best solutions to answer the above question. It provides a common framework that allows data to be shared and reused across applications, enterprises and community boundaries. It is a collaborative effort led by W3C with participation of numerous researchers and industrial partners. Ontology web language for services (OWL-S), a language based on the OWL, is used to describe semantic annotation. The rapid development of semantics in web services has led to an increased use of OWL-S for semantic modelling. OWL-S has three primary subclasses: the service profile, the process model and the service grounding. The service profile is used to describe what the service does, including information about the service provider and functional descriptions of the services; the process model is used to describe how the service is used and the service grounding is used to describe how the service works, for example, the protocol-independent distributed computing. With this architecture, all services (or web services) can invoke or communicate with each other. It would not only be more flexible when simultaneously using resources but also easier to integrate many different platforms and systems. Figure 1 shows the roles, techniques and interaction processes of the web services standard.

Figure 1. Roles of the web services standard.
communication protocol. Figure 2 shows the relationship between the service ontology and its subclasses.

The semantic web approaches to web services not only give us the ability to describe the semantic relationships of the web services and their capabilities in a formal and machine-processable manner but also facilitate solving web services problems, such as service discovery, selection, matching, recommendation and composition. However, the manual procedure of semantic annotation for web services by experts is a complicated task. In previous studies, several researchers have tried to solve this problem. For example, Paolucci et al. proposed an approach to convert the web services description language (WSDL) of web services into DARPA agent mark-up language for services (DAML-S) descriptions. Web services providers could use DAML-S to unambiguously describe the concepts and functionalities of their web services. However, this method does not convert the semantic relationship into a DAML-S description owing to the different information records in WSDL and DAML-S; therefore, the translation output from WSDL does not have the complete process and profile information. This incomplete information may result in incorrect service matching. Il-Woong and Kyong-Ho proposed another methodology to convert unified modelling language (UML) into OWL-S. However, the UML model needs to be built before generating the OWL-S description, and it would be complex to build or construct the UML model for every SOA system.

Therefore, the main purpose of this study is to propose a methodology for semantic knowledge discovery and automatic semantic annotation in web services. The concept of knowledge discovery in services (KDS) is applied in this methodology and supports the extraction of semantic knowledge. There are two phases in the proposed methodology. The first phase of this study is semantic knowledge extraction, that is, extraction of semantic knowledge from the information in the service profile and service description. The service profile is recorded as the historical behaviours of services, such as how they are used and who has invoked them. The service description is recorded in the cloud database, which is provided by the service provider. Using the service profile and the service description, the proposed approach extracts the semantic relationships between the services or users and then obtains the relevant semantic knowledge. The second phase of this study implements a system to automatically generate semantic annotation from the semantic knowledge. This will help users select a suitable web service more quickly. This system can automatically generate annotation information and descriptions. This means that a user does not need to manually create and edit OWL-S files. The semantic annotation results are stored in several owl files: service.owl, profile.owl, process.owl and grounding.owl. Moreover, this approach generates control constructs in the process file, such as ‘Sequence’ and ‘If-then-Else’.

The remainder of this article is organized as follows. The next section presents the proposed approach to automatically extract semantic knowledge and semantic annotations. Section ‘Scenario case’ demonstrates a scenario to explain the proposed novel approach. Then, sections ‘Simulation and results’ and ‘The implemented system’ show the experimental results and the implemented system. Finally, we provide some concluding remarks and future directions of study in ‘Conclusion’ section.

Materials and methods

In this section, we introduce the architecture and approaches that can facilitate knowledge discovery and automatic semantic annotation in web services.

Research architecture

The architecture of the proposed approach for the automatic semantic annotation of web services is shown in Figure 3. The system process consists of five steps.

Obtain information from web services, UDDI and user profiles. There are three main information sources in this framework. The service provider supplies web services, which are described in the WSDL and registry in agents, such as UDDI, and the historical continuous usage data from users, which are stored in the user profiles. Therefore, the information comes from three different places: (1) the agent (UDDI), for example, business name, business description, service name, service description and category; (2) the service description (WSDL), for example, service functional information, such as input, output and operation and (3) the user profiles, that is, the users with past records of using web services.

Locate semantic knowledge via KDS. The technique of KDS can be applied to extract semantic knowledge. It
is the core semantic knowledge extraction engine in this study. Further detailed KDS methodology will be introduced in section ‘Methodology’.

**Generate semantic rules.** The results of semantic knowledge extracted from (1) the association rules (ARs), (2) the affinity and (3) the hybrid approach are combined into a XML and semantic knowledge mark-up in semantic web rule language (SWRL) file.

**Translate semantic rules into OWL-S.** The above rules of semantic knowledge, which are represented in SWRL, are transformed to generate semantic annotation OWL-S files.

**Support semi-automatic OWL-S generation with a simple editing interface.** Finally, a simple editing interface was designed to support semi-automatic OWL-S generation by users. First, the consumer makes a request to the agent for services, and then the agent uses the information given by the consumer to match them with services based on the OWL-S language. Finally, a list of appropriate recommended services is returned.

**Methodology**

The concept of KDS can be applied to extract semantic knowledge in our proposed methodology. KDS is a technology to acquire knowledge from services.\textsuperscript{14} To generate semantic annotation automatically in web services, this study uses KDS to extract semantic knowledge and then translate it into a standard semantic information format.

Knowledge discovery in databases (KDD) is a well-known method in data mining, which is used to extract knowledge from databases. KDS has five phases that are essentially similar to KDD.\textsuperscript{14–16}

1. **Discovery phase:** Find services in the service repository and extract service basic information, such as the service name.
2. **Categorization phase:** Group services using similar terms.
3. **Equivalence processing and clustering phase:** Link services together via their input and output (IO).
4. **Filtering phase:** Obtain or filter the most useful services.
5. **Presentation phase:** Display the new knowledge.

In this study, KDS can be applied in our architecture as a core methodology to extract semantic knowledge. Figure 4 shows the detailed process proposed by this study, which uses KDS. The phases are (A) discovery and extraction, (B) IO matching, (C) ARs, (D) mash-up processes, (E) semantic knowledge and (F) generate semantic annotation.

**Figure 3. Architecture of the proposed approach for the automatic semantic annotation of web services.**
service name, service description or contact information. Then, using the domain ontology, the services that satisfy the request can be discovered. **IO matching**. If there is no profile that records how the services are being used, ‘IO matching’ proposed by Kun Yue et al.\(^\text{15}\) can be used to calculate the relationship between services as the semantic annotation. For any two services \(A\) and \(B\) \((A \neq B)\), the association between \(A\) and \(B\) is defined by equation (1):

\[
\text{aff}(A, B) = \frac{|A.\text{Output type list} \cap B.\text{Input type list}|}{|B.\text{Input type list}|},
\]

\((0 \leq \text{aff}(A, B) \leq 1)\).

In equation (1), the range of \(\text{aff}(A, B)\) is \((0 \leq \text{aff}(A, B) \leq 1)\), where \(\text{aff}(A, B)\) indicates the affinity when \(A\) invokes \(B\) and \(\text{Input type list} \text{ or } \text{Output type list}\) indicates the type of input or output. If the services have higher affinity (higher than the threshold), they can be grouped into a set, which means they are more likely to be composited together.

**Association rules.** An AR is a method of data mining to find associations between items in a large database. Because ARs can find the relationships between items, the web services relationships, such as how they can be used or their sequence, can be found using this method. The Apriori algorithm is used to examine the relationship between services. The minimum support threshold and minimum confidence threshold are used to examine the association between two services. For any two services \(A\) and \(B\) \((A \neq B)\), the support and the confidence for \(A\) and \(B\) \((A \Rightarrow B)\) are defined as equations (2) and (3), respectively:

\[
\text{Support}(A \Rightarrow B) = \frac{\text{P}(A \cup B)}{\text{Total number of services}},
\]

\[
\text{Confidence}(A \Rightarrow B) = \frac{\text{P}(B|A)}{\text{Number of services containing A}}.
\]

The support is the percentage of the population that satisfies the rule. The confidence is defined as the measure of certainty or trustworthiness associated with each discovered pattern.

**Mash-up processes.** This phase combines or mashes up processes based on the result from the IO matching and the ‘ARs’. Let \(m_a\) be a rule that has high similarity for matching IO lists and \(M_a = \{m_1, \ldots, m_a\}\) be a set of rules obtained from the IO matching. Let \(a_b\) be a rule that has relationships with high probability and \(A_B = \{a_1, \ldots, a_B\}\) be a set of rules obtained from the ARs. Then, the mash-up process that merges the above results can be represented as \(P_Y = \{M_a \cup A_B\}\).

**Semantic knowledge.** In this phase, those services that can be combined together will be recorded in the semantic knowledge database. Then, the semantic annotation can be generated based on the semantic knowledge. Let \(o_a\) be a control construct, such as a sequence or if-then-else and \(O_a = \{o_1, \ldots, o_a\}\) be a set of control constructs in the process model. Let \(c_B\) be a condition of a control construct and \(C_B = \{c_1, \ldots, c_B\}\) be a set of conditions. Let \(e_Y\) be an effect of a control construct and \(E_Y = \{e_1, \ldots, e_Y\}\) be a set of effects.
Then, the semantic knowledge can be represented by 

\[ S_d = \{o_a, c_b, e_g/C8/C9\} \]

**Generate semantic annotation.** After the semantic knowledge is generated, it can be applied to automatically generate semantic annotation in the OWL-S format. This helps users find web services more quickly and accurately via knowledge of standard semantic relationships. Further, we can obtain OWL-S descriptions more easily without involving experts to edit specific platforms.

### Scenario case

In this section, a scenario is described in detail according to the methodology of section `Materials and methods`. The main phases to extract semantic knowledge in this scenario are given below.

#### Discovery and extraction

Assume that there are five web services named \( W_1, W_2, W_3, W_4 \) and \( W_5 \). The user profiles using these services in the database are shown in Table 1.

#### IO matching

Table 2 shows the IO lists of \( W_1, W_2, W_3, W_4 \) and \( W_5 \). Assume that the threshold of the IO matching is 60%. If the affinity is higher than 60%, they have a higher probability of being used together. Table 3 shows some examples to calculate the affinity between services. From the results in Table 3, several rules can be deduced, that is, some web services have a higher probability of being clustered together because they have higher IO matching values. There are some rules \((W_1 \rightarrow W_2, W_3 \rightarrow W_1, W_1 \rightarrow W_4, W_4 \rightarrow W_3, W_4 \rightarrow W_5)\) that can be found in this phase.

#### Association rules

Assume that the minimum support is 40% and the minimum confidence is 70%. According to equation (2), the index ‘support’ is a kind of AR that involves two web services. In Figure 5, first, to compute the large item sets in the database, Apriori algorithm first generates the candidate set \( C_1 = \{W_1, W_2, W_3, W_4, W_5\} \), then scans the database to obtain the support of each item set in \( C_1 \); then, to compare their support with the minimum support and obtain a set of frequent item sets. Second, generate candidate item sets and next, to calculate their confidence and compare them with the minimum confidence. Finally, generate string ARs. Several instances are presented in Figure 5.

From the above result, the rule \((W_1 \rightarrow W_3)\) can be identified in this phase.

#### Mash-up processes

Table 4 shows the input data and the result for each phase. The results from IO matching and ARs are then merged and combined via the mash-up processes.

#### Generate semantic knowledge

The extracted results of the semantic knowledge, (1) the ARs, (2) the affinity and (3) the hybrid approach, are combined into a XML and SWRL file. Table 5 shows an example of a knowledge rules mark-up in the XML language and Table 6 shows another example of a semantic knowledge mark-up in SWRL.

#### Generate semantic annotation

Finally, we use the semantic knowledge to generate the semantic annotation formed by OWL-S. Tables 7 and 8 are a simple demonstration of transforming knowledge into an annotation result.
Simulation and results

Simulation design

In the real world, network or web services are provided by vendors and registered in a registration centre where consumers can find web services to meet their needs. The experiment environment supposed that there are four type groups for web services. All web services in this simulation could be assigned to one of the four groups. These groups include web services with (1) high I/O matching and a strong relationship between services, (2) high I/O matching but a weak relationship between services, (3) low I/O matching but a strong relationship between services and (4) low I/O matching and a weak relationship between services. The next section shows the results of an environment with each group equally distributed, implying that the probability of a service belonging to any group is the same.

Table 4. Phases to extract semantic knowledge.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Input data</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovery and extraction</td>
<td>Business name, service name, service description,</td>
<td>W1, W2, W3, W4, W5</td>
</tr>
<tr>
<td></td>
<td>category</td>
<td></td>
</tr>
<tr>
<td>Mash-up processes</td>
<td>Results of two main methods</td>
<td>(W1, W3)(W4, W3)</td>
</tr>
<tr>
<td>Semantic knowledge</td>
<td>Result of mash-up and services’ operation</td>
<td>Example: If W1 is invoked, then W3 may be invoked next.</td>
</tr>
</tbody>
</table>

Table 5. Knowledge rules mark-up in the XML language.

```
<Rule1>
  <method> Association </method>
  <probability> 0.75 </probability>
  <previous_ws> W1 </previous_ws>
  <next_ws> W3 </next_ws>
</Rule1>

<Rule2>
  <method> Affinity </method>
  <probability> 0.67 </probability>
  <previous_ws> W1 </previous_ws>
  <next_ws> W4 </next_ws>
</Rule2>
```

Simulation design

SWRL: semantic web rule language.

Table 6. Semantic knowledge mark-up in the SWRL.

```
W1(?Input1,?Input2,?Output2) ⇒ W3(?Input2,?Input3)

<ruleml:imp>
  <ruleml:_lab ruleml:href='#example1'/>
  <ruleml:_body>
    <swrlx:individualPropertyAtom swrlx:property='W1'>
      <ruleml:var>Input1</ruleml:var>
      <ruleml:var>Input2</ruleml:var>
      <ruleml:var>Output2</ruleml:var>
    </swrlx:individualPropertyAtom>
  </ruleml:_body>
  <ruleml:_head>
    <swrlx:individualPropertyAtom swrlx:property='W3'>
      <ruleml:var>Input2</ruleml:var>
      <ruleml:var>Input3</ruleml:var>
    </swrlx:individualPropertyAtom>
  </ruleml:_head>
</ruleml:imp>
```
The data set used in the experiments was gathered by a web service discovery and composition challenge contest held by the second IEEE International Conference on e-Business Engineering (2005) in Beijing. Web services discovery and composition are two indispensable capabilities required by emerging SOAs. This competition was limited to syntactical matching based on the WSDL. Participants needed to identify and compose WSDL-specified services based on IO messages as specified in a directory of WSDL documents. As a result, the web service in this data set contains the IO relationships. However, the user profile data are still needed to design the experiments. In this case, the web services amount to 50, and the profiles are increased by 200 for each round.

Simulation results

The experiment compares three experimental methods: (1) the IO method, which uses IO matching to find relationships; (2) the ARs method, which uses ARs to find relationships and (3) the IO + AR method, which combines the IO and AR methods to find the relationships between services. This case was designed to show the performance of this hybrid approach and how this method could improve the recall for service matching with increasing numbers of user profile records.

In this case, as the number of user profiles increases, the precision of the proposed hybrid approach also increases. At first, the precision of the IO approach may perform better than the others because it has some initial clues (IO matching information) to find semantic relationships, while the others do not. Then, the precision of the IO method remains constant because the increasing number of user profiles does not affect the predefined IO relationships. However, with the increase in the number of profile records, the AR and IO + AR methods improve their precision gradually. Eventually, the performances of AR and IO + AR will be better than that of the IO method. Figure 6 shows the precision results for the three methods.

Figure 6. Precision results for the three methods.

Figure 7 shows the recall results. The IO method’s recall result does not change because the increasing number of user profile records does not affect the IO method. For the AR method, more possible correct solutions are gradually found with the increase in the number of user profile records. Because the IO + AR approach combines these two methods, it can retrieve more relationships than the other methods. Therefore, the performance of the recall for the IO + AR method will obviously be better than that of the others. Figure 8 shows the F-measure for this case, which demonstrates that the performance of the IO + AR method is better on average than the IO and AR methods.

The implemented system. This study implements a simple user interface and a convenient way to generate semantic files for web services. From this simple system, a user can obtain an OWL file that includes the service, profile, process and grounding information. Details concerning the OWL files are shown in Figures 9 and 10.
The service.owl file is used to define the service’s basic information, such as the service name. This file also defines which profile, process and grounding file linked to. Therefore, with this service.owl file, it is easy to find corresponding semantic files that could help with semantic service matching.

The profile.owl file defines the functional and non-functional properties. The functional property helps specify what the service provides, such as the input/output/precondition/effects. The process.owl files describe how the web service is used. Further, this file defines not only the IO relationships but also the constructor. The grounding.owl file describes how the services work, such as the accompanying protocol or port for the channel. With these semantic files, the user can find the semantic relationships, including the input, output and processes, between web services.

Conclusions

In the IoT environment, sensors are used to continually collect data. However, transforming these data into machine-readable and machine-interpretable forms is difficult. Therefore, combining the context of IoT networks with web services and semantic technologies is beneficial for the facilitation of future intelligent environments. OWL-S is often applied to semantic annotation in web services for semantic services matching, selection and composition. However, semantic web services annotation is an extremely complicated task. This study proposes an approach to automatically generate semantic annotation information from semantic knowledge in the OWL-S format. With the proposed method
based on the KDS process, semantic relationships between web services can be extracted by combining ARs and IO matching. Furthermore, the automatic generation of semantic annotation in OWL-S helps to improve the service matching efficiency.

To examine the full potential of the proposed approach in a complex environment, future work will involve measurements and evaluations of this approach in situations involving cloud-based web services. Moreover, other methods, such as cluster or classifier approaches, should be applied to find additional different and complex relationships between services. The higher the number and complexity of these relationships, the higher the scope for knowledge extraction will be; this will help solve the more complex problems of service matching and selection.

Most studies used semantic sensor network (SSN) ontology as a base in the IoT environment, combined with other domain ontologies, as a method to determine relationships between the sensor data. This method is used as a foundation to drive semantic annotation. The SSN ontology can be used along with other ontologies, such as quantity kinds, units ontology and Semantic Web for Earth and Environment Technology (SWEET) ontology. The SSN has also been used with domain ontologies to develop various smart thing ontologies, such as the smart product ontology.17

In the future, we may integrate OWL-S and SSN with network and web services to use data mining approaches to analyse all the web sensor data, to find the relationships between the data services and to use these relationships to update and annotate the attribute and the field of the ontology.
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