Full-field absolute phase measurements in the heterodyne interferometer with an electro-optic modulator
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ABSTRACT

A novel method for full-field absolute phase measurements in the heterodyne interferometer with an electro-optic modulator is proposed in this paper. Instead of the commonly-used half-wave voltage to drive the electro-optic modulator, a saw-tooth voltage signal with the amplitude being lower than its half-wave voltage is used. The interference signals become a group of periodical sinusoidal segments. The initial phase of each sinusoidal segment depends on the phase difference induced by the test sample. In real measurements, each segment is taken by a fast camera and becomes discrete digital points. After a series of operations, the starting point of the sampled sinusoidal segment can be determined accurately. Next, the period of the sampled sinusoidal segments is lengthened and they can be modified to a continuous sinusoidal wave by using a least-square sine fitting algorithm. The initial phase of the continuous sinusoidal wave can also be estimated. Subtracting the characteristic phase of the modulator from the initial phase, the absolute phase measured at the pixel can be obtained without the conventional reference signals. These operations are applied to other pixels, and the full-field absolute phase measurements can be achieved. The phase retardation of a quarter-wave plate is measured to show the validity of this method.
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1. INTRODUCTION

In the heterodyne interferometry [1-6], the measured absolute phase is the phase difference between the test signal and the reference signal. In general, the reference signal can be obtained with a light signal from a beam-splitter or an electronic signal directly from an electronic device. However, as this technique extends to the full-field measurements, a camera is needed to grab the test signals and discrete digital signals in a limited exposure time are taken. Because they have an uncertain time difference with respect to the commonly-used reference signals, it is difficult to measure the full-field absolute phases using heterodyne interferometry. Although several papers [7-10] have reported how to tackle this problem, all of them can only measure the relative phases with the exception of Akiba’s method [10]. Due to the usage of a pair of cameras, it is difficult to make the two images match each other very well.

In this paper, an alternative method for full-field absolute phase measurements in the heterodyne interferometer with an electro-optic modulator is proposed. An electro-optic modulator is used to introduce a frequency difference between two orthogonal polarizations in the heterodyne interferometer [11]. When the electro-optic modulator is applied with a saw-tooth voltage signal with the amplitude lower than its half-wave voltage, periodical sinusoidal segments are obtained. In the full-field measurements, the segments at every pixel are taken by a camera and become discrete digital signals. After a series of calculations, the starting point of the sinusoidal segment can be determined accurately. Next, the difference between the period of the saw-tooth signal and that of the periodical sinusoidal segments is inserted into any two consecutive segments. Thus the periodical sinusoidal segments have the same frequency as that of the applied saw-tooth signal. Then, the periodical sinusoidal segments can be modified as the periodical sinusoidal signals by using a least-square sine fitting algorithm [12]. Subtracting the initial phase of the system from the phase of the periodical sinusoidal signals, the absolute phase measured at the pixel can be obtained. This technique is applied to other pixels, and the full-field absolute phase measurements can be achieved. The validity of the technique is demonstrated.
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2. PRINCIPLE

![Diagram of heterodyne light beam measurement]

Fig. 1. Schematic diagram for measuring the interference signal of a heterodyne light beam: LS: laser light source; EO: electro-optic modulator; FG: function generator; AN: analyzer; D: photo detector.

Figure 1 shows a heterodyne light source with an electric-optic modulator. For convenience, the +z axis is chosen along the propagation direction and the y axis is along the vertical direction. A linearly polarized light at 45° with respect to the x-axis passes through an electro-optic modulator EO. If the fast axis of the EO is along the x axis, and an external sawtooth voltage signal with frequency \( f \) and amplitude \( V \) is applied to the EO, then the phase retardation between the s- and p- polarizations can be given as [13].

\[
\Gamma = \Gamma_0 + \frac{\pi}{V_\pi} V_z ,
\]

(1)

where \( V_\pi \) is the half-wave voltage, and \( \Gamma_0 \) is the phase retardation without external field. In addition, \( V_z \) is the sawtooth driving voltage and it can be expressed as

\[
V_z(t) = \frac{2V}{T} (t - mT) + (V_b - V) ,
\]

(2)

where \( mT \leq t \leq (m+1)T \), \( m \) is an integral, \( T (= 1/f) \) and \( V_b \) are the period and the dc part of the saw-tooth voltage, respectively. \( \Gamma_0 \) can be zero with a moderate choice of \( V_b \). Because \( V_b \) is a constant, it is omitted in this paper. Consequently, Eq. (2) can be rewritten as

\[
\Gamma = \frac{V}{V_\pi} (2\pi f t - 2\pi m - \pi) .
\]

(3)

Let \( V < V_\pi \), and we have

\[
\Gamma = 2\pi f_0 t - \phi_0 ;
\]

(4)

where

\[
f_0 = \left( \frac{V}{V_\pi} \right) f ,
\]

(5)

and

\[
\phi_0 = \left( \frac{V}{V_\pi} \right)(2\pi m + \pi) .
\]

(6)

Both \( f_0 \) and \( \phi_0 \) can be calculated under the experimental conditions that \( f \), \( V \) and \( V_\pi \) are specified. It is obvious that \( f_0 \) is smaller than \( f \).
After the light passes through the analyzer AN at 45° with respect to the x-axis, the interference intensity in the m-th period \((mT)\) is given as

\[
I(t) = \frac{1}{2} \left[ 1 + \cos(\Gamma) \right] = \frac{1}{2} \left[ 1 + \cos(2\pi f_0 t - \phi_0) \right], \quad mT \leq t \leq (m + 1)T. \tag{7}
\]

Because \(f_0\) is smaller than \(f\), Eq. (7) represents only a sinusoidal segment and not a sinusoidal wave with one cycle. This sinusoidal segment has breakpoints with its neighbor segments and its starting point depends on \(\phi_m\) at \(m = 0\) which can be regarded as the initial reference phase \(\phi_0\), that is

\[
\phi_0 = \phi_m (m = 0) = \frac{V}{V_x} \pi. \tag{8}
\]

When an additional phase \(\phi\) is introduced, the phase retardation becomes \(\Gamma + \phi\). Consequently, the phase of the starting point is also shifted from \(\phi_0\) to \(\phi_0 + \phi\). Hence, Eq. (7) can be rewritten in the continuous form as

\[
I(t) = \frac{1}{2} \left[ 1 + \cos(2\pi f_0 t - \phi_0 + \phi) \right] \cdot \text{rect} \left[ \left( t - 1 \right) f \right] * \sum_{i=0}^{\pi} \delta \left[ t - i / f \right]; \tag{9}
\]

where the operator \(\text{rect}[\ ]\) and the symbol \(*\) represent the rectangular function and the convolution operation, respectively. For clarity, the interference signals for several different \(\phi\) can be depicted by substituting the following experimental conditions \(V_x = 148\ V\) and \(V = 120\ V\) into Eq. (9), and they are shown in Fig. 2. It is obvious that their starting points are different and depend on the associated \(\phi\).

The theoretical starting points of sinusoidal segments in the time axis are at local extreme positions, which can be determined by operating the second order differential on Eq. (9). They are always different from the starting points of the discrete digital signals taken by a camera, as shown in Fig. 3. The symbol • means the sampling positions. In theory, the ending point of one segment coincides with the starting point of the next segment. However, the discrete starting point of every segment may not be at the same relative position, and may not be at the starting position of the theoretical curve. To minimize the phase error, an “optimum segment” with a starting point being closest to the theoretical starting point is determined. Let \(P_m\) and \(C_m\) be the sampling starting point and the time comparing point of \(m\)-th segment, respectively. The initial condition \(C_1 = P_1\) and the following rules are used as \(m = 1, 2, 3, \ldots, i\).

\[
C_{m+1} = C_m + T, \quad \text{if } P_{m+1} > C_m + T; \tag{10-1}
\]

\[
C_{m+1} = P_{m+1}, \quad \text{if } P_{m+1} \leq C_m + T. \tag{10-2}
\]
The rules for identifying the optimum segment as (a) \( P_{m+1} > C_m + T \), and (b) \( P_{m+1} \leq C_m + T \).

Fig. 3(a) and (b) show the conditions for Eqs. (10-1) and (10-2), respectively. If the \( i \)-th segment is the optimum segment, then the time axis is so shifted that the condition \( P_i = 0 \) is given and it can be written as

\[
I_i(t) = \frac{1}{2} \left[ 1 + \cos(2\pi f_s t - \phi_0 + \phi) \right] \cdot \text{rect}(f \cdot t - 1/2) \cdot \sum_{g=0}^{g-1} \delta \left( t - \frac{g}{f_s} \right),
\]

where \( g \) is a positive integer, \( f_s \) and \( h \) are the sampling frequency and the number of sampled points in the \( i \)-th segment, respectively. Next, the period difference \( \Delta t \), that is \( \Delta t = 1/f_0 - 1/f \), is inserted into any two consecutive sampling segments as shown in Fig. 4. So the sampling segments have the same frequency \( f_0 \) as that of a certain sinusoidal wave. They and the phase \( \phi - \phi_0 \) of the starting point can be modified and estimated with the least-square sine fitting algorithm [12]. They become a continuously sinusoidal wave within the corresponding exposure time and can expressed as

\[
I_i(t) = \frac{1}{2} \left[ 1 + \cos(2\pi f_s t - \phi_0 + \phi) \right].
\]

The absolute phase \( \phi \) can be calculated under the condition that \( \phi_0 \) and \( \phi - \phi_0 \) are specified.

\[\text{Fig. 4. Inserting } \Delta t \text{ into any two consecutive segments.}\]

3. EXPERIMENTS AND RESULTS

To demonstrate the feasibility of this method, an experimental schematic diagram of common-path heterodyne interferometer is designed and shown in Fig. 5 to measure the absolute 2D phase retardations of the sample. A linearly polarized light beam passes through an EO driven by a function generator (FG). A saw-tooth signal with frequency \( f \) and driving voltage lower than the half-wave voltage is applied the EO. The light beam is collimated by an optical module that consists of a microscopic objective (MO), a pinhole (PH), and a collimating lens (CL). Next, the collimated light passes through a test sample (S), an analyzer (AN), an imaging lens (IL), and finally enters a CMOS camera (C).
Let the laser light be linearly polarized at 45° with respect to the x-axis and both the fast axes of EO modulator and the S be along the x-axis, then the Jones vectors of the light amplitude on C can be derived as [14].

\[
E_i = A N \cdot S \cdot E_o = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ \end{pmatrix} \begin{pmatrix} e^{i\frac{\phi}{2}} & 0 \\ 0 & e^{-i\frac{\phi}{2}} \\ \end{pmatrix} \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i\frac{\pi}{4}} & e^{i\frac{\pi}{4}} \\ e^{i\frac{\pi}{4}} & e^{-i\frac{\pi}{4}} \\ \end{pmatrix} e^{i\alpha_2} = \frac{1}{2\sqrt{2}} \begin{pmatrix} e^{i\frac{\Gamma_\phi}{2}} + e^{-i\frac{\Gamma_\phi}{2}} \\ e^{-i\frac{\Gamma_\phi}{2}} + e^{i\frac{\Gamma_\phi}{2}} \\ \end{pmatrix} e^{i\alpha_2}.
\] (13)

Its intensities can be expressed as

\[
I_i = \frac{1}{2} [1 + \cos(\Gamma + \phi)] = \frac{1}{2} [1 + \cos(2\pi f_o t - \phi_0 + \phi)].
\] (14)

Because Eq. (14) is the same as Eq. (12), the absolute phase retardation \(\phi\) can be measured by the method described in Section 2.

An He-Ne laser with 632.8 nm wavelength, an EO modulator (New Focus/Model 4002), and a CMOS camera (Basler/A504K) with 8-bit gray level and 200×200 pixel image resolution are used to test a transparent glass plate, a quarter wave-plate and a half wave-plate, respectively. Under the conditions \(f = 1\) Hz, \(V = 148\) V, sampling frequency \(f_s = 45.1\) frames/sec, and 500 frames are taken. Here \(V = 120\) V is chosen and we have \(\phi_0 = 146°\).

Fig. 6. The intensities of the sampling signals for the pixel at (+100, +100) for (a) a transparent glass plate, (b) a quarter-wave plate, and (c) a half-wave plate.

The intensities of the sampling signals for the pixel at (+100, +100) are shown in Fig. 6, and they are similar to the theoretical curves shown in Fig. 2. This method is applied to every pixel; the associated phase retardation can be
obtained. Fig. 7 shows the measured full-field phase retardation distribution of the quarter-wave plate, and its standard deviation is 0.7°. The average phase retardations of all the pixels for these three samples are also calculated. They are 359°, 89.9°, and 180°, respectively.

Fig. 7. The measured full-field phase retardation distribution of the quarter-wave plate.

4. DISCUSSION

For easy processing, the sinusoidal segment should be larger than the half cycle sinusoidal signal [15]; thus this method is valuable under the condition \((V_s/2) < V < V_s\). The condition \(V \approx (3V_s/4)\) is chosen in our experiments. Moreover, if \(f_s\) is a multiple of \(f_t\) then each segment has the same sampling points. Consequently, Equations (10-1) and (10-2) are not valid for determining the optimum segment. Under our experimental conditions, the errors in the absolute phase measurement in this technique may be influenced by the following four factors:

A. Characteristic phase error

The errors of the voltages \(V\) and \(V_s\) directly introduce a systematic error to the reference phase. The resolution of given voltage \(V\) from the power supplier is 0.0016 V. Also \(V_s\) can be measured [16] and its error is estimated \(\Delta V_s = 0.015\) V. Hence the maximum error of \(\phi_0\) can be estimated and expressed as \(\Delta \phi_0 = \phi_{max} \cdot \left[ (\Delta V_1 / V)^2 + (\Delta V_2 / V)^2 \right]^{1/2} \approx 0.03^\circ\), where \(\phi_{max} = 180^\circ\) is the maximum possible phase.

B. Sampling error

It depends on the frequency of the heterodyne interference signal, the camera recording time, the frame period, the frame exposure time, and the number of gray levels. The phase error from the sampling processes can also be estimated and it is given \(\Delta \phi_s = 0.036^\circ\) [17].

C. Polarization-mixing error

Owing to the extinction ratio effect of a polarizer, mixing of light polarization occurs. In our experiments, the extinction ratio of the polarizer (Japan Sigma Koki, Ltd.) is \(1 \times 10^{-5}\). It can be estimated in advance to modify the measured results. So, the polarization-mixing error can be decreased to \(\Delta \phi_p = 0.03^\circ\) with this modification [18].

D. Noises
In practical tests, we have a lot of noises. Because of its common-path optical configuration, two interfering beams travel the same path and they have the same phase noises from the ambient motion. These phase noises will cancel out after interfering and they do not affect the interference signals [19]. So, this method is high stable against the ambient motion.

The noises may be electronic noises. To show the validity of our algorithm, different random noise levels from 0 % to 10 % are added to the theoretical digital signals taken by the camera as $\psi = 45^\circ$. Then, they are processed to derive the absolute phases. Their associated phase errors can be calculated and shown in Fig. 8. The abscissa of Fig. 8 means the ratio of the maximum amplitude of the additional random noises to the amplitude of the theoretical signals. We have almost 5 % maximum random noise level in our tests, and we have $\Delta \phi_n = 0.2^\circ$.

Consequently, our total experimental errors are $\Delta \phi = \Delta \phi_0 + \Delta \phi_s + \Delta \phi_p + \Delta \phi_n = 0.3^\circ$. Moreover, this method can be applied to measure two dimensional distributions of the physical quantities which are related to the phase difference between the $s$- and the $p$- polarizations, such as the refractive index, the complex refractive index, the $(n_e, n_o)$, the phase retardation, etc. In addition, this method can be modified and applied to the interferometers with a polarization-beam splitter.

![Fig. 8 The relation curves of phase error versus random noise level as $\psi = 45^\circ$.](image)

### 5. CONCLUSION

An alternative method for full-field absolute phase measurements in the heterodyne interferometer with an electro-optic modulator has been proposed in this paper. An electro-optic modulator is used to introduce a frequency difference between two orthogonal polarizations in the heterodyne interferometer. When the electro-optic modulator is applied with a saw-tooth voltage signal with the amplitude lower than its half-wave voltage, periodical sinusoidal segments are obtained. In the full-field measurements, the segments are taken by a camera and become discrete digital signals. After a series of calculations, the starting point of the sinusoidal segment can be determined accurately. Next, the difference between the period of the saw-tooth signal and that of the periodical sinusoidal segments is inserted into any two neighboring segments. Thus the periodical sinusoidal segments have the same frequency as that of the saw-tooth signal. Then, the periodical sinusoidal segments can be modified as the periodical sinusoidal signals by using a least-square sine fitting algorithm. Subtracting the initial phase of the system from the phase of the periodical sinusoidal signals, the absolute phase measured at the pixel can be obtained. This technique is applied to other pixels, and the full-field absolute phase measurements can be achieved. Its validity has also been demonstrated.
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