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Abstract
With the advances in switching technologies, ER switches are becoming popular since they perform better than EFCI switches. In the transitional period, EFCI and ER switches may coexist in the same ATM network. Hence, the efficiency of various ER schemes should be reevaluated in the mixed EFCI-ER environment, not only in the homogeneous ER environment. Also, some important implications are observed in the heterogeneous environments. Because the location of an ER switch in the topology is critical to its performance, some placement rules, which describe how to place the ER switches for network operators, are developed in order to achieve a better performance of the network. In summary, the results presented here should serve as an operational reference for service providers.

A synchronous transfer mode (ATM) is the most promising transfer technology for implementing the broadband integrated services digital network (B-ISDN). It supports applications with distinct quality of service (QoS) requirements such as delay, jitter, and cell loss, and distinct demands such as bandwidth and through-put, so it can enable multimedia communication over the networked environment. However, in order to support old applications or some applications that do not choose to use performance-guaranteed services, an ATM network also provides best-effort services such as LAN emulation and IP-over-ATM. To provide these services for a wide variety of applications, the ATM Forum has defined a family of service categories including constant bit rate (CBR) service, real-time variable bit rate (rt-VBR), non-real-time VBR (nrt-VBR), unspecified bit rate services (UBR), and available bit rate (ABR) service [1].

As we know, ABR service is suited for a wide variety of applications since it can support data traffic economically [2]. However, when these applications, such as IP-over-ATM, transmit data packets in ATM networks, they segment each packet into ATM cells. The loss of any cell causes the retransmission of the entire packet. Under the condition of congestion, throughput collapses since too many packet retransmissions result from cell loss [3]. Hence, it is necessary to adopt some congestion methods to decrease cell loss and increase throughput.

Recently, some feedback flow control schemes have been presented in order to provide ABR services [4–11]. Two strategies have been proposed: credit-based [4, 5] and rate-based [2, 6–11]. The credit-based scheme is a link-by-link window flow control scheme. Each link in the network independently runs the flow control mechanism. The rate-based scheme uses the feedback signal from the network to control the source rate at which each source transmits cells into the network. In late 1994, the ATM Forum voted for rate-based control as ABR service.

In traffic management specification TM 4.0, the detailed and concise operations of rate-based flow control are described. The behavior of traffic sources and destinations is clearly defined in order to provide the baseline for vendors to follow. However, the methods the switches use to control the source rate are up to the vendors. Currently, most ATM vendors have already provided ATM switches equipped with explicit forward congestion indication (EFCI) functions recommended by the International Telecommunication Union — Telecommunication Standardization Sector (ITU-T) [12]. These switches, which use EFCI marking, are called first-generation switches [13]. With the advances in switching technologies, second-generation switches, which have the explicit rate (ER) setting capacity, are becoming popular.

In the transitional period from first- to second-generation switches, interoperation of EFCI and ER switches becomes unavoidable. Because of the differences in their basic operations, whether they can cooperate efficiently will determine the success.
the same virtual circuit (VC) is questionable. In this article, the performance of interopera
ting various ER schemes with EFCI is presented and compared. Although we know some properties of these ER schemes from many papers [2, 6-11], the knowledge is obtained from an environment in which all switches use the same flow control algorithm. However, from our simulation, the behavior of these ER schemes in a mixed EFCI-ER environment is sometimes different from that in a pure ER environment. Hence, these ER schemes must be reevaluated.

In a mixed EFCI-ER environment, the location of ER is a critical issue for performance. When a customer buys a switch equipped with an ER setting capacity, which EFCI switch should be replaced first to obtain the best performance? We performed some simulations with various network configurations. The simulation results provide important implications on which EFCI switches to be replaced. Therefore, from our results the network operators can have better insight to help themselves purchase proper ER switches to fit their needs. Also when they are about to install their ER switches, they can choose the appropriate EFCI switches to be replaced.

The remainder of this article is organized as follows. In the second section, we describe the operations of EFCI switches and various ER switches. Simulation environments are presented in the third section. In the fourth section, we present and discuss simulation results obtained in the homogeneous and heterogeneous EFCI-ER environments. Some guidelines for placing ER switches are given in the fifth section. The final section points out some future work.

**ABR Flow Control**

First, we briefly introduce the basic operation of the closed-loop rate-based control mechanism [1]. When a VC is established, the source end system (SES) sends the cells at the allowed cell rate (ACR), which is set as the initial cell rate (ICR). In order to probe the congestion status of the network, the SES sends a forward resource management (RM) cell (Table 1) every \( N \) data cells. Each switch may set certain fields of the RM cell to indicate its own congestion status or the bandwidth the VC source should use. The destination end system (DES) returns the forward RM cell as a backward RM cell to the SES. According to the received backward RM cell, the SES adjusts its ACR, which is bound between peak cell rate (PCR) and minimum cell rate (MCR).

The RM cell contains a 1-bit congestion indication (CI) set to zero, and an explicit rate (ER) field is set initially to PCR by the SES. When the SES receives a backward RM cell, it modifies its ACR using additive increase and multiplicative decrease. The new ACR is computed as follows, depending on CI and ER fields in RM cells:

- For CI = 0:
  \[ ACR = \max(\min(ACR + RIF \cdot PCR, ER), MCR) \]

- For CI = 1:
  \[ ACR = \max(\min(ACR - (1 - RDF) \cdot ER), MCR) \]

where RIF is the rate increase factor and RDF is the rate decrease factor.

According to the congestion monitoring and feedback mechanism, various switch mechanisms can be classified into two types. One is the EFCI switch, the other the ER switch. The components of rate-based flow control are shown in Fig. 1.

**EFCI Scheme**

In this scheme [14], when congestion occurs the switch sets the EFCI bit to one (EFCI = 1) in the header of each passing data cell. The DES, if a cell with EFCI = 1 has been received, marks the CI bit (CI = 1) to indicate congestion in each backward RM cell. In most cases, the queue length is used to decide whether congestion occurs or not. As the queue length exceeds a threshold, denoted \( Q_0 \), congestion is claimed. When the queue length falls below the threshold, congestion is relieved.

**Explicit Rate Feedback Schemes**

In ER schemes, the switch computes the fair share of bandwidth with which a VC can be supported, and determines the load and the actual explicit rate. When each RM cell passes, the switch sets the ER field to the determined explicit rate. Note that each switch is not allowed to increase the ER field. Thus, a source shall receive the allowed MCR of all the switches along the path. Examples of ER switch mechanisms are the EPRCA, ERICA, CAPC, Charny Max-Min, and Tsang Max-Min schemes [15-19].

---

**Table 1. Fields and their positions in RM cells.**

<table>
<thead>
<tr>
<th>Field Type</th>
<th>Message Type</th>
<th>Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Protocol identifier</td>
<td>6-6, All</td>
</tr>
<tr>
<td>DIR</td>
<td>Message type: direction</td>
<td>7, 8</td>
</tr>
<tr>
<td>BIN</td>
<td>Message type: BECN cell</td>
<td>7, 7</td>
</tr>
<tr>
<td>CI</td>
<td>Message type: congestion indication</td>
<td>6, 6</td>
</tr>
<tr>
<td>NI</td>
<td>Message type: no increase</td>
<td>5, 5</td>
</tr>
<tr>
<td>RA</td>
<td>Message type: request/acknowledge</td>
<td>4, 4</td>
</tr>
<tr>
<td>Reserved</td>
<td>Message type: reserved</td>
<td>3-1</td>
</tr>
<tr>
<td>ER</td>
<td>Explicit cell rate</td>
<td>8-9, All</td>
</tr>
<tr>
<td>CCR</td>
<td>Current cell rate</td>
<td>10-11, All</td>
</tr>
<tr>
<td>MCR</td>
<td>Minimum cell rate</td>
<td>12-13, All</td>
</tr>
<tr>
<td>QL</td>
<td>Queue length protocol identifier</td>
<td>14-17, All</td>
</tr>
<tr>
<td>SN</td>
<td>Sequence number</td>
<td>18-21, All</td>
</tr>
<tr>
<td>Reserved</td>
<td>Reserved</td>
<td>22-51, All</td>
</tr>
<tr>
<td>Reserved</td>
<td>Reserved</td>
<td>52, 8-3</td>
</tr>
<tr>
<td>CRC-10</td>
<td>CRC-10</td>
<td>52, 2-1</td>
</tr>
<tr>
<td>CRC-10</td>
<td>CRC-10</td>
<td>53, All</td>
</tr>
</tbody>
</table>

**Figure 1. ABR rate-based flow control.**
Enhanced Proportional Control Algorithm (ERICA) [15] — Each switch maintains a mean allowed cell rate (MACR) using a running exponential weighted average. When a switch receives a forward RM cell during the congestion period, MACR is updated as

$$\text{MACR} = (1 - \alpha)\text{MACR} + \alpha\text{CCR},$$

where $\alpha$ is the exponential averaging factor generally set to $1/16$ and CCR is the current cell rate of the VC recorded in the RM cell. The fair bandwidth share is computed as a fraction of the MACR:

$$\text{Fair share} = \text{DPF} \cdot \text{MACR},$$

where DPF is a switch downpressure factor generally set to $1/16$.

When a switch receives a backward RM cell, it reduces the ER field to a fraction of the MACR:

$$\text{MACR} = \max(\text{MACR} - \text{CCR}, 0).$$

Fair share = Target rate \cdot \frac{\text{CCR}}{z}

The input rate is measured over a fixed averaging interval, and the target rate is usually set slightly below the link bandwidth. The goal of this algorithm is to maintain the load factor close to one, the sources ought to change their current sending rates inversely proportional to the calculated load factor. The VC share and fair share are as follows:

$$\text{VC share} = \frac{\text{CCR}}{z},$$

$$\text{Fair share} = \frac{\text{Target rate}}{\text{Number of active connections}} \cdot \text{CCR}.$$

A switch updates the ER field in the backward RM cell it received to the maximum value of the fair share and VC share.

Congestion Avoidance Using Proportional Control (CAPC) [17] — Again, as in the ERICA scheme, the switches set a target utilization slightly below 1 and compute the load factor. The main difference lies in the way the fair share is computed, which depends on whether $z < 1$ or $z > 1$.

$$\text{Fair share} = \min(\text{ERU}, 1 + (1 - z) \cdot R_{up}),$$

if $z < 1$, and

$$\text{Fair share} = \max(\text{ERF}, 1 - (z - 1) \cdot R_{dn}),$$

if $z > 1$, where $R_{up}$ is a slope parameter between 0.025 and 0.1, and $R_{dn}$ is between 0.2 and 0.8. ERU and ERF determine the maximum allowed increase and minimum allowed decrease, respectively. Usually ERU is set to 1.5 and ERF to 0.5.

The Charny Max-Min Scheme [18] — The fair share is computed using an iterative procedure in this scheme. Initially, the fair share is set to the link bandwidth divided by the number of active VCs. Some VCs cannot achieve the fair share at a switch because of the constraints imposed by the limited amount of bandwidth available at other switches along its path. For this switch, these VCs are called "constrained VCs." The switch can determine whether a VC is constrained or not by comparing the fair share with the CCR field in the received forward RM cell. If the CCR field is less than the fair share, the VC is a constrained VC. Otherwise, it is an unconstrained VC.

For high throughput, the available bandwidth which the constrained VCs cannot use should be utilized by the unconstrained VCs. Hence the fair share is computed as follows:

$$\text{Fair share} = \frac{\text{Link bandwidth} - \sum \text{Bandwidth of constrained VCs}}{\text{Number of VCs} - \text{Number of constrained VCs}}.$$

As a forward RM cell traverses the network, the switch determines whether the VC is constrained or not, recomputes the fair share, and reduces the ER and CCR fields of the RM cell down to their fair shares. The ER and CCR fields of a backward RM cell may be reduced further down to the most current fair share on the forward path.

The Tsang Max-Min Scheme (TMM) [19] — This scheme is similar to the Charny Max-Min method, except for three differences:

Figure 2. An example to explain the five ER schemes.
• The switch does not update the CCR field of the RM cell.
• The switch determines a VC state depending on the ER field, instead of the CCR field, of the RM cell.
• The switch determines the VC state and computes the fair share on forward and backward RM cells, not just the forward RM cell.

The following parameters are set for the above schemes in our example and simulation: $N_{rm} = 32$, PCR = 155 Mb/s, MCR = 0 b/s, ICR = PCR/16, RIF = PCR/256, and RDF = 1/16. For EFICA, we used $Q_t = 1000$ cells. For EPRCA, we set $Q_t = 1000$ cells, $\alpha = 1/16$, and DPF = 7/8. Target rate is set to be 95 percent of the link bandwidth for EFICA and CAPC. Also, in the CAPC scheme we use the following parameters: ERU = 1.5, $R_{up} = 0.05$, ERF = 0.5, and $R_{th} = 0.5$.

An Example
We show a simple example to illustrate the operation of the five ER schemes described above. The example is shown in Fig. 2. The network configuration consists of three switches and three connections (A, B, C), as shown in Fig. 2 a. Connections A and B traverse a link, and C traverses two links. The operation of these schemes are exhibited in Fig. 2 b.

Simulation Environments
We show the numerical results of these schemes in a homogeneous environment in which all switches utilize the same control scheme, and in a heterogeneous environment in which the switches utilize different control schemes. We first examine the network configuration and performance metrics.

Network Configuration
We use a simple three-switch configuration, as shown in Fig. 3, as our network topology. It is sufficient to exhibit the characteristics of various switches [20,21]. It consists of three switches and some connections grouped into three groups (G1, G2, G3). G1 is the VCs traveling through link 1, only and Group 2 (G2) is the VCs traveling through link 2 only. Group 3 (G3) is the VCs passing through both links 1 and 2. There are N1, N2, and N3 connections in G1, G2, and G3, respectively. In our simulation, there are two VCs in each group (i.e., $N_1 = N_2 = N_3 = 2$).

The link between two neighboring switches is 100 km long with 155 Mb/s capacity. For G2, the distance between a source and a switch is 1 km. On the other hand, the distance between a source and a switch is 51 km for G1 and G2. Hence, the propagation delay is the same for all groups. The reason is that we want to eliminate any unfairness caused by the different propagation delays. Also, all sources considered in the simulations are persistent.

Performance Metrics
The following performance measures are reported in the simulation.

Maximum Queue Length [$MQL$] — The maximum queue length is directly related to the cell loss probability when the buffer at the switch is finite. Also, we can observe the situation of ACR oscillation with this value. When this value is high, the ACR usually has larger oscillation.

Utilization ($U$) — From the value of utilization, we can know how much bandwidth is wasted at the switch. Utilization is a clear measure of switch capacity.

Fairness ($F$) — Unfair behavior is observed from the value of fairness, which is defined as

$$F = \frac{\max(1 - \max(a_1, \ldots, a_n), 0)}{n}$$

where $a_i$ is the ratio of the actual throughput to the fair throughput for source $i$. This definition is the maximum ratio difference between ideal and achieved rates. We do not use the commonly used definition [2, 6, 8, 22],

$$F = \frac{1}{n} \sum_{i=1}^{n} x_i^2,$$

because only a few differences are observed. This is the major drawback of this metric.

As an example, we consider the case of 25 connections sharing the same bottleneck link in which bandwidth is 100 Mb/s. The fair solution is simply 4 Mb/s. If a scheme starves one connection completely and dis-

![Figure 3. Simulation model.](image)

![Figure 4. Comparison of the various switch schemes in homogeneous environments.](image)
fully utilized because queue length threshold, maximum queue length will be raised dramati-
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ically [23, 24]. Hence, we sacrifice some bandwidth to keep the maximum queue length in the reasonable range. On the other hand, high utilization is achieved in the homogeneous ER environments. EPRCA has high utilization. ERICA and CAPC achieve the target rate. TMM and CMM utilize almost the complete link bandwidth. We summarize these results which are observed in the homogeneous environments as listed in Table 2.

The noticeable thing is that CMM and TMM are sensitive to CCR errors. This sensitivity does not depend on whether or not the CCR value is actually used by the algorithm, but rather on the fact that both schemes are purely computa-
tional algorithms with no rate measurements involved. It should be noted that this issue may be overcome by using rate measurements at the source.

Heterogeneous Environment

In this heterogeneous simulation we use an EFCI scheme on switch 1 and an ER scheme on switch 2. The results of inter-operating EFCI with various ER schemes are illustrated in Fig. 5. In order to compare performance in the heterogeneous environment, we also plot the performance in the pure EFCI and pure CMM environments, denoted A and G, respectively. Also, Fig. 6 shows typical ACR dynamics in the EFCI-ER environment. From the results, we observe some important

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Homogeneous Environment</th>
<th>Heterogeneous Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>MQL1 (cells)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MQL2 (cells)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U1 (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>EFCI-ERICA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>EFCI-EPRCA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>EFCI-ERICA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>EFCI-CAPC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>EFCI-CMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>EFCI-TMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>all CMM</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Comparison of the various ER schemes in mixed EFCI-ER environments (RIF=1/256).

Table 2. Comparison of the various switch schemes in homogeneous environments.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Using queue length</th>
<th>Simplicity</th>
<th>Parameter tuning problem</th>
<th>Oscillation-free ACR</th>
<th>Sensitive to CCR errors</th>
<th>Achieves target load</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPRCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERICA</td>
<td></td>
<td>Does not need per-connection information</td>
<td>Achieves target load</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sensitive to CCR errors</td>
<td></td>
</tr>
<tr>
<td>CMM</td>
<td>Max-Min method using CCR</td>
<td>Oscillation-free</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMM</td>
<td>Max-Min method using ER</td>
<td>Oscillation-free</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the figure, it is obvious that the resulting behavior is more unfair in the homogeneous EFCI environment than in homogeneous ER environments. The main reason is that the beat down problem occurs when we use pure EFCI switches. The beat down problem is that VC's passing through a larger number of switches get less bandwidth than VC's passing through a smaller number of switches [2, 8, 22]. This effect is because VC's traveling more hops have a higher probability of getting their cells marked than those traveling fewer hops. As a result, it is likely that long-hop VC's cannot increase their rates, and consequently are beaten down by the short-hop VC's.

Also, we observe that the MQL of EFCI and EPRCA is large. This is caused by the large oscillation of ACR. Actually, in homogeneous environments the ACR of EFCI and EPRCA has large oscillation, the ACR of ERICA and CAPC has little oscillation, and the ACR of CMM and TMM is oscillation-free [9–11].

Regarding utilization, link capacity is not fully utilized because queue length threshold, Qn, is set too low in the homogeneous EFCI environment. However, if Qn is set high, the maximum queue length will be raised dramati-

Numerical Results

Heterogeneous Environment

Simulation results in the homogeneous environment are shown in Fig. 4. MQL1 and U1 represent the maximum queue length and utilization at switch 1. Similarly, MQL2 and U2 represent the maximum queue length and utilization at the switch 2. Note that the results about switch 3 are not shown because it does not become a bottleneck at any time.
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In this heterogeneous simulation we use an EFCI scheme on switch 1 and an ER scheme on switch 2. The results of inter-operating EFCI with various ER schemes are illustrated in Fig. 5. In order to compare performance in the heterogeneous environment, we also plot the performance in the pure EFCI and pure CMM environments, denoted A and G, respectively. Also, Fig. 6 shows typical ACR dynamics in the EFCI-ER environment. From the results, we observe some important

Table 2. Comparison of the various switch schemes in homogeneous environments.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Using queue length</th>
<th>Simplicity</th>
<th>Parameter tuning problem</th>
<th>Oscillation-free ACR</th>
<th>Sensitive to CCR errors</th>
<th>Achieves target load</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPRCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERICA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMM</td>
<td>Max-Min method using CCR</td>
<td>Oscillation-free</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMM</td>
<td>Max-Min method using ER</td>
<td>Oscillation-free</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Comparison of the various ER schemes in mixed EFCI-ER environments (RIF=1/256).

Table 2. Comparison of the various switch schemes in homogeneous environments.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Using queue length</th>
<th>Simplicity</th>
<th>Parameter tuning problem</th>
<th>Oscillation-free ACR</th>
<th>Sensitive to CCR errors</th>
<th>Achieves target load</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPRCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERICA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMM</td>
<td>Max-Min method using CCR</td>
<td>Oscillation-free</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMM</td>
<td>Max-Min method using ER</td>
<td>Oscillation-free</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the figure, it is obvious that the resulting behavior is more unfair in the homogeneous EFCI environment than in homogeneous ER environments. The main reason is that the beat down problem occurs when we use pure EFCI switches. The beat down problem is that VC's passing through a larger number of switches get less bandwidth than VC's passing through a smaller number of switches [2, 8, 22]. This effect is because VC's traveling more hops have a higher probability of getting their cells marked than those traveling fewer hops. As a result, it is likely that long-hop VC's cannot increase their rates, and consequently are beaten down by the short-hop VC's.

Also, we observe that the MQL of EFCI and EPRCA is large. This is caused by the large oscillation of ACR. Actually, in homogeneous environments the ACR of EFCI and EPRCA has large oscillation, the ACR of ERICA and CAPC has little oscillation, and the ACR of CMM and TMM is oscillation-free [9–11].

Regarding utilization, link capacity is not fully utilized because queue length threshold, Qn, is set too low in the homogeneous EFCI environment. However, if Qn is set high, the maximum queue length will be raised dramati-
implications which are not shown in the homogeneous environments.

The Beat Down Problem Exists when the EFCl Switch Appears — In the mixed EFCl-ER environment, the beat down problem still exists. This is due to the existence of the EFCl switch, as observed in Fig. 6. The ACR of VCs which pass EFCl and ER switches (G3) is not increased to a high level because it is restricted by ER switches. On the other hand, it must be decreased to a low level when congestion occurs in the EFCl switches. As a result, the beat down problem happens. Actually, more EFCl switches cause a more severe beat down problem in ATM networks. On the other hand, more ER switches relieve the severity of the beat down problem.

Utilization of EFCl Switches Rises and Utilization of ER Switches Drops — From Fig. 5, this phenomenon is easily observed. Simply speaking, because EFCl switches own the high oscillation of ACR, they can easily grab the unused bandwidth. Hence, the utilization of EFCl switches rises. On the other hand, the low oscillation of ACR in ER switches causes a slow response to unused bandwidth. Therefore, much bandwidth is wasted, and the utilization of ER switches drops.

The CCR Field in the RM Cells May Be Belated — In homogeneous ER environments, this condition happens rarely. However, in the mixed EFCl-ER environment, it occurs often. When congestion of the EFCl switch occurs (i.e., there are at least $Q_c$ cells in the EFCl switch), the algorithm using the CCR field in the RM cells does not obtain the current cell rate because the RM cells are queued at the EFCl switch. Hence, the CCR fields of delayed RM cells are belated. As a result, the ER switch may use an inaccurate CCR field.

The ER Field Is Not Used in the RM Cells — TMM is a representative algorithm using the ER field in the RM cells. We can observe that the utilization of the TMM switch is low in the mixed EFCl-ER environments. As shown in Fig. 7, TMM does not obtain any ER information because the EFCl switch does not set the ER field. Hence, the scheme loses responsiveness. Therefore, we suggest that all schemes do not use the ER information in the RM cells if EFCl switches may coexist.

The Value of RIF Should Not Be Set to a Large Value — Some papers use the high RIF to reduce the length of the transient period in the homogeneous ER environment [18-20]. When using the high RIF, the ACR of the source can quickly achieve the level of the ER field, regardless of the RIF value. Thus, the response time is reduced, especially for CMM or TMM.

In order to understand the effect of RIF in the mixed EFCl-ER environment, we conducted the same simulation except with $RIF = 1$. The results are shown in Fig. 8. We observe that all EFCl switches must endure very large MQLs. Also, the EFCl switches are often in a congested state. We do not like to see this situation. On the other hand, ER switches do not obtain any benefit from that. All ER switches must endure larger MQLs. The utilization and fairness of all ER switches drop.

The Performance of CMM Is Better — Finally, the performance comparisons in the homogeneous and mixed environ-
In this section, we want to investigate the location at which ER switches should be placed in mixed EFCI-ER environments. To save space, the CMM scheme is used to represent the various ER switches because of its good performance. Some simulations are done on various configurations. From the simulation results, a few rules are given to help us place the ER switch in EFCI-ER environments.

**Bottleneck vs. Nonbottleneck:**
- **N1** = 0, **N2** = 2, **N3** = 2
- Two VCs travel through link 2 only, and the other two VCs travel through both links 1 and 2. In this case, switch 2 is the bottleneck. The simulation results are shown in Fig. 9. We observe that performance is better when the ER scheme is placed in the bottleneck switch. This placement can produce the same results as when all switches adopt the CMM scheme. On the other hand, if the ER switches are placed at nonbottleneck points, their functions are not fully utilized. We can see that placement of the ER switch at a nonbottleneck point has no effect in our simulation.

There is another important reason for this arrangement. Under this configuration, if the algorithm at the bottleneck switch is substantially more oscillatory than the algorithm at the nonbottleneck switch, the rate mismatch problem occurs, causing unfairness [20].

**Most Critical vs. Least Critical:**
- **N1** = 2, **N2** = 4, **N3** = 2
- Under this configuration, the number of VCs passing through link 1 is 4, and the number passing through link 2 is 6. First, we define the term **critical**. The most critical switch for a VC can be described as a switch that gives the source the lowest fair share based on the max-min fairness criteria. Similarly, the least critical switch is the one that gives the highest fair share in the VC's path. In our experiment, switch 1 is the least critical switch, switch 2 the most critical.

The simulation results are shown in Fig. 10. The total utilization of both switches (U1 + U2) of EFCI-CMM placement is higher than that of CMM-EFCI placement. Also, the fairness degree of EFCI-CMM is obviously larger than that of CMM-EFCI placement. Hence, we suggest that an ER switch ought to be placed at the most critical point first. This conclusion is completely opposite to another
study in [21], which suggested that an ER switch should be placed at the least critical point first because it can relieve the severe beat down problem more.

From Table 4, the throughput of G3 is actually higher when the ER scheme is imposed on the least critical switch than when it is imposed on the most critical switch. Therefore, we should place the ER switch at the least critical point in view of the beat down problem [21]. However, the extra bandwidth of G3 is mainly obtained from the bandwidth released by G1. In fact, much bandwidth is wasted, while just a little bandwidth is used by G3.

Therefore, it is our opinion that an ER switch ought to be placed at the most critical point first. This placement can produce smaller maximum queue length, a larger degree of fairness, and higher throughput, although the beat down problem remains serious.

Near Source vs. Near Destination: \(N1 = 2, N2 = 2, N3 = 2\). In this case, performance is better when the ER switch is located near the source, from Fig. 11. This is because lots of ER schemes (except for CMM and TMM) record the information from the forward RM cell, and modify the ER field on the backward path. Hence, newer information is received at the ER switch, and quicker feedback is sent to the source when the ER switch is near the source. On the other hand, the EFCI switch marks each forward data cell when congestion occurs, and does not do anything on the backward path. Thus, when it is placed near the source, the propagation delay increases, which causes slower response at the source.

Under the configurations described above, we can determine how to place the ER switch. However, there may be some conflicts. For example, a backbone switch is generally the bottleneck and most critical point, and is also far from the source. According to the simulation results (Figs. 9–11), we set the priority order as bottleneck > critical > distance. That is, we feel that a backbone switch should be considered first to have ER capacity. Nevertheless, ER switches should replace EFCI switches whenever possible everywhere in the network.

Future Work

There are a number of ways to further extend research work on the interoperability issues discussed in this article. The first is to conduct more simulation experiments in a larger variety of configurations and under different traffic patterns. In particular, a performance comparison in the presence of intermittent and greedy flows might be useful. Another is the interoperability of the newly developed ER schemes and EFCI switches. Currently some new algorithms to set the ER field have been developed [25–27]. These algorithms should be verified in heterogeneous environments. Last, the interoperability among various ER switches is also worth research. After the transition from first- to second-generation switches, all switches may be equipped with ER function. The cooperation or conflict among different ER schemes should be studied.
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