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Abstract—Formerly, dimensionality reduction techniques are effective ways for extracting statistical significance of features from their original dimensions. However, the dimensionality reduction also induces an additional complexity burden which may encumber the real efficiency. In this paper, a technique is proposed for the reduction of the dimension of samples rather than the features in the former schemes, and it is able to additionally reduce the computational complexity of the applied systems during the reduction process. This method effectively reduces the redundancy of a sample, in particular for those objects which possess partially symmetric property, such as human face, pedestrian, and license plate. As demonstrated in the experiments, based upon the premises of faster speeds in training and detection by a factor of 4.06 and 1.24, respectively, similar accuracies to the ones without considering the proposed method are achieved. The performance verifies that the proposed technique can offer competitive practical values in pattern recognition related fields.

Index Terms—Sample refinement, dimension reduction, data reduction, face detection, pedestrian detection.

I. INTRODUCTION

In recent years, the continuing progress of the computing efficiency and parallel processing have triggered some of the subareas in computer vision, i.e., pattern recognition, continually overcoming the former bottlenecks on processing efficiency and accuracy related performance. For instance, the pedestrian detection has been mounted on some of mass-produced vehicles, and the current self-propelled robot is able to detect the moving path of any object during stable walking for avoiding collision [1]. Yet, even though the computational performance is continuously evolving, the associated development of high complexity algorithms still makes real-time processing infeasible.

Fig. 1. Simplified conceptual (a) training and (b) classification flowcharts of a general pattern recognition system.

In general, the training and classification flowcharts of a general pattern recognition system can be illustrated in Fig. 1. First, the samples of interest, e.g., human face or pedestrian, should be captured for being described (feature extraction). Normally, some preprocessing/calibration methods are adopted to cope with the variations of capturing conditions such as illumination, contrast, or the mounted position/angle before the feature extraction [2], to yield a more stable feature distribution. During the collection of the samples in the training phase, a great number of samples is preferred to completely simulate the characteristics of the object of interest for a higher reliability of the trained classifier(s). This suggests that the increase of the number of samples will lead to exponentially increasing in training time to maintain a similar sample rate in hyperdimension space (caused by the curse of dimensionality [3]). Based upon this premise, the core of reducing the computational complexity of the entire system in terms of training or classification, should be around the feature extraction because of its complexity is tied up with the increased number of samples. Some available ways to reach this can be low-computational-required features [4], [5], higher efficient training/classification [6]–[10], or parallelism [11], yet these topics have been widely-discussed in the past decades. Thus, in this study we try to explore the additional possible room for the further reduction of the required computations of an entire algorithm. The induced benefit from this study can be further applied for a low-level hardware, or enabling an algorithm with a higher computation complexity since it can be reduced with the proposed scheme.

From another perspective that exploiting fewer but more representative features for training/classification can achieve the aforementioned goal, in fact the existing dimensionality...
reduction (DR) methods have confirmed this claim. Such as the former principal component analysis (PCA) [12], it can yield low-dimension data through ignoring the projected information onto those less important dimensions (smaller eigenvalues); the independent component analysis (ICA) [13] requires the distribution of the collected samples as non-Gaussian while maximizing the independence of each other during dimension reduction. Figure 2(a) demonstrates a normal flowchart geared with the DR. As it can be seen, the DR is usually employed after the feature extraction, thus although it reduces the time during training/classification, the influence of the increased number of samples is still not completely coped with, because the features of all samples still have to be calculated. An alternative thought as shown in Fig. 2(b) which simply exchanges the order of the feature extraction and the DR, the benefit of the dimension reduction can be enjoyed by not only the reduced data of the collected samples, but also the required computations during training/classification. This type of method which reduces the dimension of samples, and performs at another timing point, is termed sample refinement (SR) in this paper.

In this paper, a general SR concept is highlighted and discussed for coping with any types of samples. As a result, both of the training and classification time can be reduced, and the corresponding descriptions are detailed in subsection 2.1. To solve the former iterative-based schemes which may reduce the overall processing efficiency, a simplified but of high practical value SR method, namely specifying sample space dimensionality refinement (S^3DR), is proposed to achieve the above demands as long as the samples are of partially symmetric property. This part is discussed and analyzed in subsection 2.2. In subsection 2.3, a well-known face detection method is adopted as a practical instance for the explanation of the corresponding alternatives and considerations using this proposed concept via an implantation. In Section 3, the proposed method is evaluated and compared to support its perspective and generalization capability. According to these results, the concept of SR is demonstrated, and it works well to acquire both benefits of dimensionality reduction and complexity reduction with three famous benchmarks, face, pedestrian, and license plate. Finally, some conclusions of this study are drawn in Section 4.

II. SPECIFYING SAMPLE SPACE
DIMENSIONALITY REFINEMENT

In general, in a determined dimensional space, e.g., the space constructed with multiple features as used in pattern recognition, whether the collected samples possess statistical significance determines if they are sufficient to completely express the characteristics of an object of interest. Normally, more samples are required to yield a higher capability of fully expressing the object of interest, yet a linearly increase on computational complexity is its deficiency because of the corresponding feature calculations and subsequent training/classification as indicated in Fig. 2. In another perspective, except for the increase of samples, the dimension of a space also affects the possible capability to enable a fully representation (as demonstrated below). However, reducing the dimensions of the feature space also suggests employing fewer features to describe the collected samples. Consequently, the possibility that a feature distribution of a specific class overlaps to other classes will be increased, and thus sacrifices the correct classification rate theoretically.

In this section, a thought toward local sample similarity is brought out. It is able to utilize a fewer sample data to reach a more complete expression for an object of interest, meaning less computations is required. In addition, the accuracy decreases very limited. The following descriptions are separated into three parts, including theory, simplification, and application. Herein, the theory provides a general way for covering any types of samples; the simplification reduces the required computations while maintaining the property of the collected samples; the application provides a practical case to demonstrate the implementation and realization of the proposed concept.

A. Theory and a General Method

Normally, obtaining a classifier by involving the hard rules [14], e.g., decision tree, the targeted analysis and description is necessary as a crucial step. For those image samples of a specific object, some external components, e.g., color, luminance, or contour, depict its characteristics. Theoretically, when these components are of high variation, more information of this object can be offered. However, the similarity among each signal/feature, as termed redundancy in this paper, degrades the average of the supported information and the fully expression capability of the object. For instance, a sample set (S) defined as

\[ S = \{ p \mid p = [1, P], s_p \in \mathbb{Z}^{M \times N} \}, \]

\[ s_p = \{ x_p^t \mid t = [1, M \times N], x_p^t = [x_{min}, x_{max}] \} \]  

in which \( P \) denotes the number of collected samples of dimension \( M \times N \); \( x_{min} \) and \( x_{max} \) denote the theoretical lower and upper bounds of the possible values of \( x_p^t \). Subsequently, the ability of the fully expression for objects \( \propto \frac{P}{\| s_p \|} \), which not only affected by the number of samples, but also the
space dimension where samples are represented. Moreover, the former additionally implies the difficulty of sample collection, and both of them suggest the consumed time during the training phase from the aspect of carried data amount (i.e., in the Viola-Jones’s AdaBoost [15], when training with the sample of sizes $24 \times 24$ or $32 \times 32$, the corresponding number of weak classifiers are 162,336 and 510,464, respectively. Thus, the required training time is increased proportionally by a factor of 3.14 ($=510464/162336$; same issue is also discussed in Section 3)).

To maximize the entire information, the signal/feature with less significance or even totally replaceable significance (redundancy) can be ignored or further analyzed. Thus, when the samples can be represented with fewer data, fewer computations can be achieved during the subsequent feature extraction and training/classification as illustrated in Fig. 2. Theoretically, the redundancy happens when multiple constructed information $x^t$ are similar to each other, which can be modeled with the restriction as formulated below,

$$\forall p: \| x^a_p - x^b_p \|^2 \leq \gamma,$$

where $a, b = [1, M \times N]$. In which, all of the collected samples labeled with $p$ should conform to the same restriction as indicated. Yet, another perspective, if consider the $x^t$’s group of the same property as an identical $x^t$ (e.g., same value or described feature), the dimension of sample space $\| s_p \|$ can be reduced with a bounded $\gamma$, while gearing with a similar capability of expressing the object of interest. Figure 3 demonstrates an instance of projected sample’s distribution on a representative plane, where each circle denotes the distribution of a specific $x^t$ of all samples $p$, and $3\sigma_t$ denotes the ranges of these distributions because the Gaussian distribution is supposed for modeling. As it can be seen, both pairs $(x_a, x_b)$ and $(x_d, x_e)$ are reasonably merged with a predetermined $\gamma$ to independent $x_i$s, and thus the objective of the SR can be achieved.

For reaching this purpose, a theoretical sample refinement algorithm based upon the thought of Eq. 3 is organized as below for the general cases. In addition, the corresponding diagrams are drawn in Fig. 4(a) for a better understanding. First, a preprocessing stage for the collected sample set $S$ as defined in Eq. 1 should be performed along with the following steps:

1) Calculate the mean and standard deviation of all samples in $S$ for the further processing. The corresponding formulations are shown below:

$$\mu_t = \frac{1}{P} \times \sum_{i=1}^{P} x^i_t,$$

$$\sigma_t = \frac{1}{P} \times \sqrt{\sum_{i=1}^{P} (x^i_t - \mu_t)^2}$$

where the definitions of $P, x^i_t$, and $t$ are identical to those defined in Eqs. 1 and 2.

2) Initialize the $\mu'_g = \mu_1, \sigma'_g = \sigma_1$, and $Q = 1$, where $g = [1, Q]$ and $Q$ denotes the number of groups (containing similar $x_i$s); i.e., the number of pixels with different colors as shown in Fig. 4, which is seven in this case).
3) Compare the pairs \((\mu'_g, \sigma'_g)\) and \((\mu_l, \sigma_l)\) with the following restrictions:

\[
\|\mu_l - \mu'_g\|_2 \leq r \mu, \quad (6)
\]

and meanwhile it conforms to

\[
\|\sigma_l - \sigma'_g\|_2 \leq r \sigma, \quad (7)
\]

where \(t = [2, M \times N]\). If true, add \(t\) into \(G_g = \{\ldots, t\}\), and recalculate the \(\mu'_g\) and \(\sigma'_g\) with all of \(x_i\)'s in \(g\)th group for updating; if false, add \(t\) into \(G_{Q+1} = \{t\}\), and update \(Q = Q + 1\), while \(\mu'_{Q+1} = \mu_t\) and \(\sigma'_{Q+1} = \sigma_t\) for the subsequent merging. Notably, the \(g\) should be within \([1, Q]\), and the next pair of \((\mu_{t+1}, \sigma_{t+1})\) is estimated after the current estimation.

4) If any grouping happens during the previous merging step, repeat Step 3 until no grouping operation happens; if not, exports the arranged \(Q\) relations \(G_1, \ldots, Kg\) for the sample refinement.

With this analysis, those \(x_i\)'s of high similarity which associate to a specific group are known, while the extracted relations can be utilized in any training/classification procedure, since it simply needs the above independent preprocessing on samples. Figure 4(b) demonstrates a corresponding example. First, when any collected sample inputs into the training/classification system, the sample should be refined with the extracted relations for complying the SR. As it can be seen in the conceptual colored relation located at the top-right corner, all of the \(x_i\)'s mapping to an identical color of the same relation are considered in the same group. In this case, we simply take the green, red, blue and yellow cases for demonstration, and the rest white pixels can be processed likewise. In practice, the statistical mean of those \(x_i\)'s of the group \(G_g\) is regarded as a new value to represent the sample for further processing.

**B. Simplification for Samples With Symmetric Property**

In the field of pattern recognition, no matter what the object of interest is, the digital signals are in two-dimension (2D) with spatial relation. Meanwhile, the number of the pixels indicates the size of data. Since these pixels normally possess spatial relationship rather than independent to each other, thus apart from the ways using statistical characteristics as the features for description, some others considered that the spatial contexts have to be exploited in pattern recognition, e.g., the edge and orientation [16]. This suggests that the spatiality of a sample has to be retained, even after the process of SR, for fitting the extracted features which were designed for this specific 2D digital signal. Under this consideration, the given concept of the SR as detailed in the previous subsection should be further adjusted accordingly, and thus an extended SR method is proposed, namely specifying sample space dimensionality refinement (S^3DR). This method is able to maintain the spatial nature of a 2D sample as well as require only simple and few calculations (without iteration strategy in the previous general method) to obtain the benefit of the SR, simultaneously.

In simple terms, the discussed general SR method collects \(x_i\) with similar statistical properties as the represented colors in the Fig. 4(a), yet after the process of “search,” no relationship exists among groups. From another viewpoint, the samples with symmetric property, such as human face, pedestrian, and license plate, are popular issues in pattern recognition; high similarity between its left and right parts of the axis of symmetry, the two parts can be considered as connected groups for their high similarity as indicated in previous subsection. As shown in Fig. 5, samples from the three different types of objects are adopted for demonstrating this observation. Herein, the foreground (containing the object of interest) and background (without object) each possesses 1000 samples, in which the MIT CBCL database [17] is employed for human face; the INRIA database [18] is for pedestrian, and the NTUST MSPLab database [19] is for license plate. In each subfigure, the indicated points denote the sampled \(x_i\)'s which are spatially symmetric from the red axis of symmetric, and the corresponding standard distribution variations are derived as below,

\[
h_r = \frac{1}{P} \left\{ 0.5 \times \sum_{i=1}^{2} \left( \frac{x_{p} - (x_{p} - x_{p}^o)}{2} \right)^2 \right\} = r,
\]

where \(r \in \mathbb{Z}\). (8)

where \(\{x_{p}^o, x_{p}^o\}\) denotes a symmetric pair; \([\cdot]\) denotes round off operation; \(P\) denote the number of samples; \(r\) denotes the scale of the horizontal axes of the curves in Fig. 5. As it can be seen, the uniform distribution of the background \(x_{p}\) relatively reflects the corresponding \(h_r\)'s distribution similar to a Gaussian shape. Yet, it is obvious that the \(h_r\) distributions of the foregrounds are still more stable than that of the background because of the mentioned symmetric property of these types of samples. This indicates that even this symmetric property is adopted for dimension reduction of these samples, the fully expression capability is simply somewhat reduced. Consequently, for the samples with symmetric property, the following equation can be applied before the feature extraction as shown in Fig. 2(b). This can meet the objective of the SR in sample reduction, while simply inducing limited sample description distortion. First, the \(s_p\) as shown in Eq. 1 is redefined to a 2D signal as \(s_p = \{x_i, j | i = [1, M], j = [1, N]\}\), and thus the SR samples can be generated with

\[
s_{p}' = \left\{ x'_{i,j} | x'_{i,j} = \frac{x_{i,j} + x_{i,j} - x_{i,j}}{2} , i = [1, M], j = [1, \lfloor N/2 \rfloor] \right\},
\]

and \(s'_{p} \in \mathbb{R}^{M \times N}\). (9)

where \([\cdot]\) denotes the round down operation; \(M\) and \(N\) are defined in Fig. 4. Notably, all of the samples with detectable symmetric property are able to be applied with this concept, while the definition of a corresponding affined calculation of Eq. 8 is needed.

**C. A Practical Instance and Related Analysis**

In this subsection, a concrete case of employing the proposed S^3DR is presented. Moreover, for highlighting the
Fig. 5. Examples of distribution stability of the indicated symmetric pair \((x^1, x^2)\) on various types of symmetric samples, including (a)-(b) human face [17], (c)-(d) pedestrian [18], and (e)-(f) license plate [19]. Herein, the red line denotes the supposed axis of symmetric, and labeled points denote where we sampled.

Symmetric properties we observed, the well-known Viola-Jones’s AdaBoost face detection [15] is adopted as the infrastructure to be modified. The difference of the corresponding performance through comparing the traditional and the modified ones reflects the characteristics of S3DR (the results are shown in the next section). In the following,
the descriptions are separated into training and detection two phases, while only the altered parts and related analysis are discussed. The details of the AdaBoost please kindly further refer to the former article [15].

1) Training Phase: Figure 6 illustrates a simplified algorithm of the AdaBoost training system which can be separated into two parts as preprocessing and its iterative algorithm. First, when a dataset \( S \) is imported, dimension of each sample (human face in this instance) should be reduced through Eq. 9 for SR. Figure 7 shows some results for a better understanding. Obviously, even in the case that the sample is not fully symmetric as the top case, the corresponding SR result still stably behaves for further analysis. Subsequently, the histogram equalization [20] is performed on the sample of half size for the stabilization of the sample luminance. These preprocessed samples are then processed with the AdaBoost’s weak learning algorithm which includes extracting the representative Haar-like features (the five basic types are shown in Fig. 8) as well as the subsequent strong classifier construction.

The influences induced from \( S^3DR \) are discussed as follows. According to Lienhart et al.’s formula [21] as defined below, the number of the possible weak classifiers using Haar-like feature can be derived,

\[
R_{type}(M, N) = X \times Y \times \left( N + 1 - n \frac{X + 1}{2} \right) \times \left( M + 1 - m \frac{Y + 1}{2} \right)
\]

where \( X = \frac{N}{n} \) and \( Y = \frac{M}{m} \); \( M \times N \) is defined in Fig. 4; \( m \) and \( n \) denotes the smallest size of the typeth Haar-like feature as shown in Fig. 8; \( X \) and \( Y \) denote the greatest scales the typeth feature can be enlarged. Apparently, the sample size is directly proportional to the number of weak classifiers. On the other hand, since this number also affects the training time during the weak learning algorithm, the ratio between before and after SR process can be calculated for the theoretical estimation. The corresponding ratios are organized in Table I which involves five types of basic Haar-like features for a fair comparison. As it can be seen in the corresponding results, around 0.24 to 0.26 proportions of the number of weak classifiers to the original sample size \( 24 \times 24 \) can be achieved after the SR process. Since the complexity of the weak learning algorithm relies on the pool size of the weak classifier candidates, the learning time is decreased linearly as expected. Moreover, since the weak classifiers are derived from the SRed samples, the descriptive capability of each weak classifier is improved as well, and thus using fewer classifiers can achieve equivalent performance as expected. The corresponding experiments are shown and discussed in next section.

2) Detection Phase: Figure 9 shows a rough Viola-Jones’ face detection algorithm [15], in which the modified part by embedding the \( S^3DR \) is colored with gray for comparison. First, for the extracted Haar-like features as that extracted during the training phase, the \( S^3DR \) is performed for the
sample refinement. Subsequently, since the dimension of the sample is reduced, only half of the original samples are then enhanced through the histogram equalization, and thus less computation can be achieved. Comparing with the traditional AdaBoost face detection algorithm, simply 50% of the related computations are needed because of the difference of the enhanced areas.

III. EXPERIMENTAL RESULTS

In this section, the performance of the proposed S(S)DR is evaluated with two aspects, time consumption and detection accuracy. In the following experiments, Viola-Jones AdaBoost algorithm as introduced in subsection 2.3, is considered as the baseline for comparison. Moreover, the MIT CBCL human face dataset [17] is also adopted, in which 2,429 faces and 4,548 non-faces are contained for the classifier training, while another set of 472 faces and 23,573 non-faces are employed for test. Notably, all of the original samples are bilinear interpolated to 24 × 24 for evaluation. Herein, the test platform is with Intel i3-2120 dual-core processor and 4GB RAM.

Table II exhibits the comparison in terms of time consumption using the AdaBoost algorithm with and without S(S)DR, in which the influence induced from this SR is the reduced number of weak classifiers. Notably, the “window” (processed windows per second) mentioned in this table is of size 24 × 24 as defined above for consistency. Obviously, training time is reduced accordingly by a factor of 4.06 (12668.183/3117). According to the theoretical analysis as discussed in subsection 2.3.1, the expected reduction in time consumption is obtained (0.246 = 1/4.06 which falls into the range in between 0.24 and 0.26 as we demonstrated). Moreover, the reduction scale depends on the target object of interest (e.g., human face, pedestrian, or license plate), since they affect the utilized numbers and proportions of the five basic types of Haar-like features as shown in Fig. 8. In addition, the processing efficiency by considering S(S)DR can yield a performance about 1.24 × (=1615.51/1303.78) faster than the traditional one without this consideration. As discussed in subsection 2.3.2, even though S(S)DR requires additional computations as formulated in Eq. 9, due to its simple calculations, the benefit obtained from that is only half of the samples required to be enhanced through the histogram equalization. Thus, in overall a faster processing speed can be achieved. In summary, due to the proposed method reduces redundancies only for samples rather than classifiers, it can be freely adapted to other learning, detection, or classification algorithms to gain the same benefit of complexity reduction.

Figure 10 shows the result between recall rate (Rec) as defined below and the number of weak classifiers to see the saturation condition for computation complexity,

\[
Rec = \frac{tp}{tp + fn},
\]

where \(tp\) and \(fn\) denote the numbers of true positives and false negatives, respectively. To provide a fair comparison, the thresholds of yielding similar recall rate with and without SRs are determined: 1) Without SR: threshold = 0.49, recall rate = 95.75%, and false positive rate = 0.339%; 2) with SR: threshold = 0.46, recall rate = 96.178%, and false positive rate = 1.642%. This result demonstrates that the weak classifiers trained by the algorithm with S(S)DR have much representative capability than that without SR. For instance, according to this result, for achieving the 95% of recall rate, only 110 weak classifiers are required when S(S)DR is applied; conversely, the traditional detection method needs 198 weak classifiers to achieve the same performance. This verifies the statement addressed in subsection 2.3.2, and meanwhile this suggests that when a specific performance is demanded, a faster processing speed can be obtained because of the computations of fewer classifiers, which also has a linear relationship to the reduced numbers of weak classifiers.

To estimate the accuracy of the systems with and without the proposed S(S)DR, two benchmarks, including the previous MIT CBCL face dataset [17] and the pedestrian dataset, termed INRIA [18], are employed. In the former INRIA dataset, totally 2,416 and 12,180 samples of size 64 × 128 for pedestrian and non-pedestrian are conducted for training; during testing, 1,126 pedestrian samples of size 64 × 128
and 453 landscape photographs of any sizes are involved. Moreover, three methods including Viola-Jones’s method [15], Zhang et al.’s method [22], and Abdullah et al.’s method [23], are all considered for comparison. In addition, to fully show the performances, the best F1-score of the precision-recall curve is utilized for presentation as formulated below,

\[
F_1 = 2 \times \frac{Pre \times Rec}{Pre + Rec},
\]

\[
Pre = \frac{tp}{tp + fp},
\]

where \(Rec\) is defined in Eq. 10, and both \(tp\) and \(fp\) denote the true positive and false positive, respectively. Table III shows the corresponding results. As it can be seen, normally the performances are quite similar in most cases, yet the case, MIT CBCL [17] with Zhang et al.’s method [22], reveals about 3% degradation caused by the usage of the SR. According to our observation, when a feature provides less descriptive capability to their targeted objects, such as Zhang et al.’s local binary pattern (LBP) to face or Viola-Jones’ Haar-like feature to pedestrian, unstable performances can yield, and thus some fluctuations may happen. Based upon these results, since the performances with and without the SR process are rather similar on average, the sample dimension can be safely reduced by the proposed S3DR method to yield less computations as shown in Table II without apparently sacrificing the accuracy as demonstrated.

**IV. CONCLUSIONS**

In this paper, a sample refinement technique, termed S3DR, is proposed to reduce the dimensions of samples for providing two benefits, dimensionality reduction and less computational complexity, during training and classification phases. Comparing with the former methods such as PCA, a great superiority is possessed, since the former methods require additional computations for the process of dimensionality reduction, while the proposed method can yield less computations to the entire systems, e.g., object detection. Notably, any future detection systems can integrate the proposed method for a higher processing efficiency. Fundamentally, the proposed S3DR simplifies the procedure by using simple calculations when the target samples possess symmetric property. In fact, many targets in ongoing topics of pattern recognition meet this condition, such as human face, pedestrian, and license plate. As documented in experiments, higher processing efficiency on both training and classification phases are achieved by maintaining a similar accuracy to the case without involving the SR. Moreover, the higher representative ability per weak classifier is endorsed as well, and all of the samples geared with the symmetric property are able to incorporate with the S3DR theoretically as we discussed in subsection 2.2. Consequently, this is a novel research topic for further exploring and discovering, and lower accuracy degradation by applying SR process in the future work.
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