An investigation of heat transfer of a reciprocating piston
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Abstract

A numerical simulation of a reciprocating piston cooled by fluid is performed to investigate effects of frequency, amplitude and Reynolds number on heat transfer rate of the piston. For facilitating the analyses, the model of the reciprocating piston is replaced by a “w” shape cooling channel. This subject belongs to a kind of moving boundary problems, and the Finite Element Method and arbitrary Lagragian–Eulerian Kinematics description method are then utilized. The heat transfer mechanisms affected by the main parameters of frequency, amplitude and Reynolds number are discussed in detail. The results show that the heat transfer mechanisms influenced by the frequency are more remarkable than those influenced by the amplitude and Reynolds number. Besides, the larger the above three parameters are, the apparent enhancements of heat transfer are usually obtained.
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1. Introduction

Protecting the piston free from heat damage could effectively enhance the thermal efficiency of the heat engine [1]. Lots of studies were then to investigate similar object recently.

For the complex geometry and reciprocating motion of the piston in the simulation of cooling system, it is usually substituted by a straight channel being subject to up and down reciprocating motion or pulsating cooling fluids flowing through a straight channel. Grassma and Tuma’s results [2] indicated that the mass transfer could achieve a level of about 2.5 times of the stationary case. Patera and Mikic [3] showed that the above enhancement might result from flows mixing due to hydrodynamic instability induced by pulsating flows. The results of Kim et al. [4] were that the pulsating amplitude affected heat transfer significantly and a heat transfer impediment relative to the non-pulsating situation might occur in the thermally developing flow region. Nishimura [5–8] utilized a sinusoidal wavy-walled channel replacing a smooth duct to investigate heat transfer enhancement by pulsating and oscillatory flows numerically and experimentally, and the results indicated that the higher heat transfer rates relative to the small duct were achieved, and the flow patterns which affected heat transfer rate directly were influenced by the frequency of oscillatory remarkably. Chiu and Kuo [9] investigated turbulent heat transfer and predicted wall heat flux in reciprocating engine by using an algebraic grid generation technique. The results showed that increasing the curvature of the cylinder head will increase the strength of induced squish flow and wall heat flux. Cheng and Su [10] conducted an experimental work to investigate influence of reciprocating motion on heat transfer inside a ribbed enclosure and showed that at the highest reciprocating speed, the heat transfer was enhanced about 145% of the equivalent stationary case. Chang and Su [1] modified the experiment and gained the results which at a pulsating number of 10.5, the time-average Nusselt number could reach about 165% of the stationary one. Cheng and Hung [11] developed a solution method for predicting unsteady flow and thermal fields in a reciprocating piston-cylinder assembly. The results showed that
Nomenclature

\( f_c \)  
reciprocating frequency of the piston (s\(^{-1}\))

\( F_c \)  
dimensionless reciprocating frequency of the piston

\( h_0 \)  
dimensional height of the piston (m)

\( h_1 \)  
dimensional height of the inlet channel and outlet channel (m)

\( l_c \)  
reciprocating amplitude of the piston (m)

\( L_c \)  
dimensionless reciprocating amplitude of the piston

\( M \)  
dimensionless mass flow rate

\( \bar{Nu}_b \)  
local Nusselt number

\( \bar{Nu}_X \)  
average Nusselt number on the heat surface

\( Nu \)  
time-average Nusselt number per cycle

\( p \)  
dimensional pressure (N m\(^{-2}\))

\( p_\infty \)  
reference pressure (N m\(^{-2}\))

\( P \)  
dimensionless pressure

\( Pr \)  
Prandtl number

\( Re \)  
Reynolds number

\( t \)  
dimensional time (s)

\( T \)  
dimensional temperature (K)

\( T_0 \)  
dimensional temperature of the inlet fluid (K)

\( T_b \)  
dimensional temperature of the heat surface (K)

\( u, v \)  
dimensional velocities of in \( x \)- and \( y \)-directions (m s\(^{-1}\))

\( U, V \)  
dimensional velocities of in \( X \)- and \( Y \)-directions

\( v_0 \)  
dimensional velocities of the inlet fluid (m s\(^{-1}\))

\( V_0 \)  
dimensionless velocities of the inlet fluid

\( v_c \)  
dimensional reciprocating velocity of the piston (m s\(^{-1}\))

\( V_c \)  
dimensionless reciprocating velocity of the piston

\( v_m \)  
dimensional maximum reciprocating velocity of the piston (m s\(^{-1}\))

\( V_m \)  
dimensionless maximum reciprocating velocity of the piston

\( \dot{v} \)  
dimensional mesh velocity in \( y \)-direction (m s\(^{-1}\))

\( \dot{V} \)  
dimensionless mesh velocity in \( y \)-direction

\( w_0 \)  
dimensional width of the piston (m)

\( w \)  
dimensional width of the channel (m)

\( W \)  
dimensionless width of the channel

\( x, y \)  
dimensional Cartesian coordinates (m)

\( X, Y \)  
dimensionless Cartesian coordinates

Greek symbols

\( \alpha \)  
thermal diffusivity (m\(^2\) s\(^{-1}\))

\( \phi \)  
computational variables

\( \lambda \)  
penalty parameter

\( \nu \)  
kineamatic viscosity (m\(^2\) s\(^{-1}\))

\( \eta_0 \)  
total length of the moving mesh region

\( \eta_1 \)  
length counted from the bottom of the moving mesh region

\( \theta \)  
dimensionless temperature

\( \rho \)  
density (kg m\(^{-3}\))

\( \tau \)  
dimensionless time

\( \tau_p \)  
dimensionless time of one oscillating cycle

\( \Psi \)  
dimensionless stream function

Other

\( || \)  
absolute value

The two-stage pressure correction procedure could be readily incorporated into existing numerical techniques to yield reasonably accurate results. Sert and Beskok [12] studied oscillatory flow forced convection in microheat spreaders numerically. The results showed that a fluid with low viscosity, low density, and high thermal conductivity is reasonably accurate results. Sert and Beskok [12] studied effects of inertia, pulsating and buoyancy forces which were taken into consideration and a correlation formula expressed with dimensionless temperature was proposed.

The model of the cooling fluid flow being parallel to the heat surface was adopted in the stated literature. However, the cooling fluid flow in the cooling system for the realistic situation of piston was vertical to the reciprocating heat surface. The later phenomenon belongs to a kind of moving boundary problem and is seldom investigated relatively.

Therefore, the aim of the study is to utilize Arbitrary Lagrangian-Eulerian method (ALE method) which is appropriate for moving boundary problems and to investigate the heat transfer rate of cooling fluid to flow into the piston vertically. For satisfying the demand of numerical computation, the cooling system is assumed as a “\( \square \)” shape channel. The top side of horizontal channel of the “\( \square \)” shape channel is regarded as the bottom surface of the piston which reciprocates and maintains at a high temperature. The cooling fluid flows in and out from the left and right channels, respectively. In connection with the horizontal channel and the left and right channels, baffle channels which could elongate and shorten accompanying.
with the reciprocating motion of piston are installed. Important parameters of mass flow rate of cooling fluid, frequency and amplitude of reciprocating motion are considered, and the effects of the above parameters on the heat transfer rate of the piston are examined in detail.

2. Physical model

A physical model of two-dimensional "∩" shape cooling channel simulating a piston used in this study is shown in Fig. 1. The total width and length of the cooling channel are \( w_0 \) and \( h_0 \), respectively, and the width of the cooling channel is \( w \). The top surface \( BC \) is heat surface and at constant temperature \( T_H \) which is cooled down by the inlet cooling fluid of which the temperature and velocity are \( T_0 \) and \( v_0 \), respectively. The other surfaces of the cooling channel are insulated. The region between \( OP \) and \( MN \) is flexible of which the length is \( w \) and could be elongated to \( 2w \). The adjustable length \( w \) is utilized to simulate the moving distance of the reciprocating motion of the piston. Therefore, the computation grid sizes in this region are extensible. As the channel moves upward, the \( MN \) is fixed and \( OP \) moves upward with velocity \( v_c \) which causes the stated region to elongate, and the maximum moving distance is \( w \). Afterward, the \( OP \) moves downward and returns to the original position. The moving velocity of the horizontal channel is naturally the same with the moving velocity of the \( OP \). For satisfying convergence conditions of computation, the right channel length \( h_1 \) is long enough and the exit conditions of temperature and velocity are both fully developed. The reciprocating velocity of the horizontal channel is \( v_c \), and can be expressed in terms of \( v_c = v_m \sin(2\pi f_c t) \), where \( v_m \) is the maximum reciprocating velocity of the piston and equals to \( 2\pi f_c \). When the channel moves reciprocally which affects the behaviors of the cooling fluid transiently, the motions of the cooling fluid become time-dependent which could be classified into a kind of moving boundary problems. As a result, the ALE method is properly employed to analyze this study.

For facilitating the analysis, the following assumptions are made:

1. The fluid is air and the flow field is two-dimensional, incompressible and laminar.
2. The fluid properties are constant and the effect of the gravity is neglected.

![Fig. 1. Physical model.](image-url)
(3) The no-slip condition is held on all boundaries. Thus, the fluid velocities on moving boundaries are equal to the boundary moving velocities.

Based upon the characteristics scales of \( w, v_0, \rho_0^2, \) and \( T_0, \) the dimensionless variables are defined as follows:

\[
\begin{align*}
X &= \frac{x}{w}, \quad Y = \frac{y}{w}, \quad U = \frac{u}{v_0}, \quad V = \frac{v}{v_0}, \quad \hat{V} = \frac{\tilde{v}}{v_0} \\
V_m &= \frac{v_m}{v_0}, \quad V_c = \frac{v_c}{v_0}, \quad F_c = \frac{f_c w}{v_0}, \quad P = \frac{p - p_\infty}{\rho_0 v_0^2}
\end{align*}
\]

(1)

\[
\tau = \frac{t v_0}{w}, \quad \theta = \frac{T - T_0}{T_h - T_0}, \quad \text{Re} = \frac{v_0 w}{v}, \quad Pr = \frac{v}{\alpha}
\]

where \( \tilde{v} \) is defined as the mesh velocity, \( f_c, v_m, V_c \) are the reciprocating frequency, the maximum reciprocating velocity, and the instant reciprocating velocity of the piston, respectively.

According to the above assumptions and dimensionless variables, the dimensionless ALE governing equations are expressed as the following equations:

Continuity equation

\[
\frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} = 0
\]

(2)

Momentum equation

\[
\frac{\partial U}{\partial \tau} + U \frac{\partial U}{\partial X} + (V - \hat{V}) \frac{\partial U}{\partial Y} = -\frac{\partial P}{\partial X} + \frac{1}{Re} \left( \frac{\partial^2 U}{\partial X^2} + \frac{\partial^2 U}{\partial Y^2} \right)
\]

(3)

\[
\frac{\partial V}{\partial \tau} + U \frac{\partial V}{\partial X} + (V - \hat{V}) \frac{\partial V}{\partial Y} = -\frac{\partial P}{\partial Y} + \frac{1}{Re} \left( \frac{\partial^2 V}{\partial X^2} + \frac{\partial^2 V}{\partial Y^2} \right)
\]

(4)

Energy equation

\[
\frac{\partial \theta}{\partial \tau} + U \frac{\partial \theta}{\partial X} + (V - \hat{V}) \frac{\partial \theta}{\partial Y} = \frac{1}{Re Pr} \left( \frac{\partial^2 \theta}{\partial X^2} + \frac{\partial^2 \theta}{\partial Y^2} \right)
\]

(5)

In this study, the cooling channel moves upward and downward in vertical direction only, therefore, the horizontal mesh velocity is absent in the above governing equations. According to ALE method, the mesh velocity \( \hat{V} \) is linearly distributed in the region between \( \overline{MN} \) (fixed) and \( \overline{OP} \) (movable). In the other regions, the mesh velocities \( \hat{V} \) are all set to 0.

Steady states of flow and thermal fields are used as initial conditions before the piston reciprocating. Furthermore, the boundary conditions are as follows:

Inlet \( \overline{AE} \)

\[
U = 0, \quad V = 1, \quad \theta = 0
\]

(6)

Outlet \( \overline{PD} \)

\[
\frac{\partial U}{\partial Y} = 0, \quad \frac{\partial V}{\partial Y} = 0, \quad \frac{\partial \theta}{\partial Y} = 0
\]

(7)

Flexible walls between \( \overline{OP} \) and \( \overline{MN} \)

\[
U = 0, \quad V = \begin{cases} 
0 \quad \tau = 0 \\
V_{\eta_1} \quad \tau > 0
\end{cases}, \quad \frac{\partial \theta}{\partial X} = 0
\]

(8)

where \( V_{\eta_1} \) is the mesh velocity of the position \( \eta_1 \) and proportional to the distance between \( \overline{MN} \) and \( \overline{OP}, \) and is defined as following equation:

\[
V_{\eta_1} = \frac{\eta_1}{\eta_0} V_c
\]

Walls of \( \overline{OB} \) and \( \overline{FC} \)

\[
U = 0, \quad V = \begin{cases} 
0 \quad \tau = 0 \\
V_c \quad \tau > 0
\end{cases}, \quad \frac{\partial \theta}{\partial X} = 0
\]

(9)

Wall \( \overline{FG} \)

\[
U = 0, \quad V = \begin{cases} 
0 \quad \tau = 0 \\
V_c \quad \tau > 0
\end{cases}, \quad \theta = 1
\]

(10)

Wall \( \overline{BC} \)

\[
U = 0, \quad V = \begin{cases} 
0 \quad \tau = 0 \\
V_c \quad \tau > 0
\end{cases}, \quad \theta = 1
\]

(11)

Other walls

\[
U = 0, \quad V = 0, \quad \frac{\partial \theta}{\partial X} = 0
\]

(12)

3. Numerical method

The governing equations and boundary conditions are solved through the Galerkin finite element formulation and a backward scheme is adopted to deal with the time terms of the governing equations. The pressure is eliminated from the governing equations using the consistent penalty method [15]. The velocity and temperature terms are expressed as quadrilateral element and eight-node quadratic Lagrangian interpolation utilized to simplify the non-linear terms in the momentum equations. The discretization processes of the governing equations are similar to the one used in Fu et al. [16]. Then, the momentum equations (3) and (4) can be expressed as the following matrix form:

\[
\sum_{i=1}^{n} \left( [A]^e + [K]^e + i[L]^e \right) [q]^e_{\tau + \Delta \tau} = \sum_{i=1}^{n} [f]^e_{\tau + \Delta \tau}
\]

(14)

where

\[
[q]^e_{\tau + \Delta \tau} = (U_1, U_2, \ldots, U_8, V_1, V_2, \ldots, V_8)_{\tau + \Delta \tau}^{m+1}
\]

[14] indicates the \((m)\)th iteration values of \( U \) and \( V \) at time \( \tau + \Delta \tau; \) \([K]^e\) includes the shape function, \( \hat{V} \), and time differential terms; \([L]^e\) includes the penalty function; \([f]^e\) includes the known values of \( U \) and \( V \) at time \( \tau \) and \((m)\)th iteration values of \( U \) and \( V \) at time \( \tau + \Delta \tau. \)

The energy equation (5) can be expressed as the following matrix form:

\[
\sum_{i=1}^{n} \left( [M]^e + [Z]^e \right) [\theta]^e_{\tau + \Delta \tau} = \sum_{i=1}^{n} [r]^e_{\tau + \Delta \tau}
\]

(15)
\[
\left(\{c\}^{(e)}_{t+\Delta t}\right)^T = (\theta_1, \theta_2, \ldots, \theta_{8+m+1})
\]

\([M]^{(e)}\) includes the values of \(U\) and \(V\) at time \(t + \Delta t\); \([Z]^{(e)}\) includes the shape function, \(\bar{V}\), and time differential terms; \([\bar{r}]^{(e)}\) includes the known values of \(\theta\) at time \(t\).

In Eqs. (14) and (16), Gaussian quadrature procedure are conveniently used to execute the numerical integration. The terms with the penalty parameter \(\lambda\) are integrated by \(2 \times 2\) Gaussian quadrature, and the other terms are integrated by \(3 \times 3\) Gaussian quadrature. The value of penalty parameter \(\lambda\) used in this study is \(10^6\). The frontal method solver is applied to solve Eqs. (14) and (16).

A brief outline of the solution procedures are described as follows:

1. Determine the optimal mesh distribution and number of the elements and nodes.
2. Solve the values of the \(U, V\) and \(\theta\) at the steady state and regard them as the initial values.
3. Determine the time step \(\Delta t\) and the mesh velocity \(\bar{V}\) of the computational meshes.
4. Update the coordinates of the nodes and examine the determinant of the Jacobian transformation matrix to ensure the one to one mapping to be satisfied during the Gaussian quadrature numerical integration.
5. Solve Eq. (14), until the following criteria for convergence are satisfied:
\[
\left|\frac{\phi^{m+1} - \phi^m}{\phi^{m+1}}\right|_{t+\Delta t} < 10^{-3}
\]

where \(\phi = U\) and \(V\), and substitute the \(U\) and \(V\) into Eq. (16) to obtain \(\theta\).
6. Continue the next time step calculation until periodic solutions are attained.

### 4. Results and discussion

The working fluid is air with \(Pr = 0.71\). The main parameters of Reynolds number \(Re\), maximum oscillating velocity \(V_m\), oscillating frequency \(F_c\), and oscillating amplitude \(L_o\) are examined and the combinations of these parameters are tabulated in Table 1.

The local Nusselt number \(Nu_X\) at time \(\tau\) and average Nusselt number \(\overline{Nu_X}\) on the high temperature surface at time \(\tau\) are calculated by the following equations, respectively:
\[
\text{Nu}_X = -\frac{\partial \theta}{\partial Y}
\]
\[
\overline{\text{Nu}_X} = \frac{1}{w} \int_{BC} \text{Nu}_X \, dX
\]

### Table 1

<table>
<thead>
<tr>
<th>Case</th>
<th>(Re)</th>
<th>(V_m)</th>
<th>(F_c)</th>
<th>(L_o)</th>
<th>(Nu)</th>
<th>(\overline{Nu}_{\text{Case }n})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary</td>
<td>200</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.783</td>
<td>1.000</td>
</tr>
<tr>
<td>Case 1</td>
<td>200</td>
<td>0.157</td>
<td>0.1</td>
<td>0.25</td>
<td>3.579</td>
<td>2.007</td>
</tr>
<tr>
<td>Case 2</td>
<td>200</td>
<td>0.314</td>
<td>0.2</td>
<td>0.25</td>
<td>3.958</td>
<td>2.220</td>
</tr>
<tr>
<td>Case 3</td>
<td>200</td>
<td>0.628</td>
<td>0.4</td>
<td>0.25</td>
<td>4.060</td>
<td>2.777</td>
</tr>
<tr>
<td>Case 4</td>
<td>200</td>
<td>0.314</td>
<td>0.1</td>
<td>0.5</td>
<td>3.646</td>
<td>2.045</td>
</tr>
<tr>
<td>Case 5</td>
<td>200</td>
<td>0.628</td>
<td>0.1</td>
<td>1</td>
<td>3.904</td>
<td>2.190</td>
</tr>
<tr>
<td>Case 6</td>
<td>500</td>
<td>0.157</td>
<td>0.1</td>
<td>0.25</td>
<td>5.727</td>
<td>3.212</td>
</tr>
<tr>
<td>Case 7</td>
<td>750</td>
<td>0.157</td>
<td>0.1</td>
<td>0.25</td>
<td>7.202</td>
<td>4.039</td>
</tr>
</tbody>
</table>

The time-average Nusselt number per cycle \(\overline{Nu}\) is defined as
\[
\overline{Nu} = - \frac{1}{\tau_p} \int_0^{\tau_p} \overline{Nu_X} \, d\tau,
\]
in which \(\tau_p\) is a cycle time.

For matching the boundary conditions at the outlet of the channel, the length from the horizontal channel to the outlet of the right channel is determined by numerical tests and about to 50. To obtain an optimal computational mesh, three different non-uniform distributed elements, which provide a finer element resolution in the horizontal channel and vertical channel neighboring the horizontal channel, are used for the mesh tests. Fig. 2 shows the velocity and temperature profiles along the horizontal and vertical lines through the center of the horizontal channel and parallel the \(X\)-axis and \(Y\)-axis, respectively, at a steady state under \(Re = 750\). Based upon the results, the computational mesh with 8025 elements, which is corresponding to 25,176 nodes, is used for all cases in this study. In additional, an implicit scheme is employed to deal with the time differential term of the governing equations. The time step \(\Delta t = \frac{1}{4Fr^2}\) is chosen for all cases, i.e. totally 48 time steps are required to achieve one periodic cycle.

The dimensionless stream function \(\Psi\) is defined as
\[
U = \frac{\partial \Psi}{\partial Y}, \quad V = -\frac{\partial \Psi}{\partial X}
\]

For clearly indicating the variations of the flow and thermal fields, the streamlines and isothermal lines in the vicinity of the horizontal channel are presented only. Besides, the sign “+” in the subsequent figures is to indicate the moving direction of the horizontal channel.

Fig. 3 shows the variations of the streamlines and isothermal lines for case 2 during one periodical cycle. The streamlines and isothermal lines at the time \(\tau = 4\tau_p/4\) (Fig. 3(a1) and (b1)) are identical with those at the time \(\tau = 4\tau_p/4\) (Fig. 3(a5) and (b5)), which means that the variations of the flow and thermal fields become a periodical motion with time. The main direction of cooling fluid in the horizontal channel is to the right and vertical to the direction of the cooling fluid flow from the left channel. The impingement region caused by the cooling fluid on the top surface of the horizontal channel then slightly leans to the right side \((x \approx 1–2)\) relative to the original flowing direction of the left
channel. The cooling fluid turns the flowing direction vertically in the horizontal channel which causes two circulation zones formed on the left top and left bottom surfaces of the horizontal channel, respectively. Due to the rebound of the stated impingement of cooling fluid, a small circulation region near the center region of the top surface is observed. As the cooling fluid flows out from the exit of the horizontal channel, the similar phenomena which occur in the inlet region mentioned above are found out near the exit region of the horizontal channel.

In Fig. 3(a2), the upward velocity of the channel is accelerated to the maximum magnitude. The no-slip condition is hold on the walls of the horizontal channel which results in the flow direction of the cooling fluid in the horizontal channel being from the bottom to top surfaces, and inclining from the bottom left to the upper right due to the flow direction of the cooling fluid in the horizontal channel. However, the flow direction of cooling fluid in the right channel is downward which is opposite to the moving direction of the channel. Mutual influence between the motions of the channel and cooling fluid, the flow directions of cooling fluid are then distorted in the right channel.

In Fig. 3(a3), the moving velocity of the channel is decelerated to 0 which means the upward effect to disappear. The streamlines distribution is then changed and distorted which is similar to those indicated in Fig. 3(a1).
Fig. 3. The variations of the streamlines and isothermal lines during one periodic cycle for case 2.
Shown in Fig. 3(a4), the downward velocity of the channel is accelerated to the maximum magnitude. The moving directions between the channel and cooling fluid are opposite in the left channel and same in the right channel, respectively, which cause the variations of streamline distributions in both the channels to be different from those indicated in Fig. 3(a2). In the horizontal channel, the flow directions of the cooling fluid are from the top to bottom surfaces, and incline from the upper left to the bottom right caused by the flow direction of the cooling fluid in the horizontal channel. In Fig. 3(a5), the phenomena are at the end of a periodical cycle, then the variations of the streamline distributions are consistent with those shown in Fig. 3(a1).

As for the variations of the isothermal lines, since the thermal boundary layer still attaches to the top surface of the horizontal channel tightly in spite of the reciprocating motion of the channel. As a result, the variations of isothermal lines are more monotonous than those of streamlines. Shown in Fig. 3(b1), according to the distributions of streamlines, the distributions of isothermal lines are dense in the stated impingement region, and are dispersed in the circulation region mentioned in Fig. 3(a1) and the left and right corners. Around the circulation region, the distribution of the isothermal lines becomes a convex region. Accompanying with the flowing of the cooling fluid, the above convex region gradually moves to the right (Fig. 3(b2)), and grows up (Fig. 3(b3)) and almost touches the bottom surface of the horizontal channel (Fig. 3(b4)), in the meanwhile, a nebulous small convex region could be observed behind the stated convex region and prepares to grow up. Finally, the convex region flows into the right channel. The behaviors of the convex region are somewhat similar to the wavy flow.

Fig. 4 indicates the distributions of the local Nusselt number $\overline{\text{Nu}_X}$ on the heat surface at the $\tau_p/4$, $2\tau_p/4$, $3\tau_p/4$, and $\tau_p$ cycles, respectively, under $Re = 200$, $F_c = 0.2$, and $L_c = 0.25$. In the steady state situation, the inlet cooling fluid directly impinges on the region close to the upper left corner which results in the maximum magnitude of the local Nusselt number logically occurring at the stated region. However, the cooling channel could be regarded as a confined channel and the Reynolds number is small which leads the rebound motion of the cooling fluid accompanying with the impingement mentioned above to be very slight. As a result, the distribution of the local Nusselt number monotonously decreases from the left to right region. Oppositely, in the reciprocating situation, the motions of the cooling fluid are affected apparently by the moving cooling channel, the rebound phenomenon accompanying with the impingement of the cooling fluid could be observed in the variations of streamlines shown in Fig. 3. Therefore, the second even third summits of the distributions of the local Nusselt number are found out on certain regions apart from the region of the maximum local Nusselt number at the $\tau_p/4$, $2\tau_p/4$, $3\tau_p/4$, and $\tau_p$ cycles, respectively.

In Fig. 5, as the frequency $F_c$ decrease to 0.1, the motions of the cooling fluid affected by the cooling channel become weak which causes the rebound phenomenon in the cooling channel induced by the impingement of the cooling fluid to be slightly. Accordingly, the second and third summits of the distributions of the local Nusselt number are not remarkable as the above figure, and the distributions of the local Nusselt number of the reciprocating situation are similar to that of the stationary state.

In Fig. 6, as the frequency $F_c$ increases to 0.4. Doubtless, the motions of the cooling fluid affected by the cooling channel are more drastic than these of the above cases. The remarkable magnitudes and variations of the distributions of the local Nusselt number are then obtained.

![Fig. 4](image1.png)  
Fig. 4. The distributions of local Nusselt number on the top surface of the horizontal channel for case 2, $Re = 200$, $F_c = 0.2$, $L_c = 0.25$.

![Fig. 5](image2.png)  
Fig. 5. The distributions of local Nusselt number on the top surface of the horizontal channel for case 1, $Re = 200$, $F_c = 0.1$, $L_c = 0.25$. 

Fig. 7(a) indicates the variation of dimensionless mass flow rate $\dot{M}_{\text{exit}}$ at the exit of the cooling channel in a cycle time. As the cooling channel is at stationary state, the dimensionless mass flow rate $\dot{M}_{\text{inlet}}$ is constant and equal to 1 at the inlet of the cooling channel. Due to the conservation of mass, the mass flow rate at the exit of the cooling channel should be constant and equal to 1. However, the reciprocating motion of the cooling channel results in the volume of the cooling channel containing the cooling fluid being changed.

The mass flow rate at the exit of the cooling channel $\dot{M}_{\text{exit}}$ could be calculated by the following equation:

$$\dot{M}_{\text{exit}} = \dot{M}_{\text{inlet}} - 4\pi F c L_c \sin(2\pi F c \tau)$$  \hspace{1cm} (23)

where

$$\dot{M}_{\text{inlet}} = \sum V_{n,\text{inlet}} \Delta W = V_0 W$$  \hspace{1cm} (24)

$$\dot{M}_{\text{exit}} = \sum V_{n,\text{exit}} \Delta W$$  \hspace{1cm} (25)

in which $V_{n,\text{exit}}$ is the local velocity at the exit on the X-axis, $\Delta W$ is the unit width of the exit.

The term of $4\pi F c L_c \sin(2\pi F c \tau)$ could be regarded as the variation of the volume of the cooling channel. In the former half periodical cycle ($\tau = 0 - \tau_p/4$), the volume of the cooling channel is enlarged. As a result, the cooling fluid flowing into the cooling channel is used to supplement the enlargement volume of the cooling channel which directly leads the mass flow rate at the exit of the cooling channel to be decreased. As the magnitude of $4\pi F c L_c \sin(2\pi F c \tau)$ is larger than that of $\dot{M}_{\text{inlet}}$, the value of $\dot{M}_{\text{exit}}$ becomes negative which means some cooling fluids are sucked from the surroundings and the mass flow rate distributed on the exit section could be shown in Fig. 7(b). Oppositely, in the later half periodical cycle ($\tau = \tau_p/2 - \tau_p$), the velocity of the cooling channel is downward, and volume of the cooling channel is relatively contracted. Naturally, the quantity of the cooling channel is extraordinarily exhausted from the exit of the cooling channel which makes the mass flow rate to be larger than that of the stationary state.

Shown in Fig. 8, there are the distributions of the average Nusselt number $\bar{N}u_X$ in three periodical cycles for $F c = 0.1, 0.2,$ and 0.4 under $Re = 200$, $L_c = 0.2$ situation, respectively. According to the relative velocity concept, the maximum magnitude of the average Nusselt number should be obtained while the moving directions of the cooling fluid and cooling channel are opposite. However, in the reciprocating situation due to the interaction of the cooling fluid and cooling channel the variations of the thermal boundary layer and velocity boundary layer are no longer synchronous which result in the maximum magnitude of the average Nusselt number occurring at different times in a periodical cycle. Besides, the variations of the magnitude of the maximum average Nusselt number and the distribution of average Nusselt number with time are seriously affected by the variation of frequency, and those...
phenomena had been observed by Nishimura et al. [8]. Generally, the larger the frequency is, the larger the average Nusselt number is obtained.

Fig. 9 shows the distributions of the average Nusselt number $\overline{Nu_X}$ in three periodical cycle for $L_c = 0.25, 0.5,$ and 1 under $Re = 200, F_c = 0.1$ situation, respectively. Since the frequency and Reynolds number are the same, the distributions of the average Nusselt number verse time are similar. According to the parameter combinations indicated in Table 1, the larger the $L_c$ is, the larger $V_m$ becomes. As a result, the maximum relative velocity between the cooling fluid and cooling channel occurs for the situation of the largest magnitude of the $V_m$ which causes the maximum average Nusselt number distribution to be gained.

Fig. 10 shows the distributions of the average Nusselt number $\overline{Nu_X}$ in three periodical cycle for $Re = 200, 500,$ and 750 under $L_c = 0.25, F_c = 0.1$ situation, respectively.

Fig. 8. The distributions of the average Nusselt number $\overline{Nu_X}$ in three periodical cycles for $F_c = 0.1, 0.2, 0.4$ under $Re = 200$ and $L_c = 0.25$ situation.

Fig. 9. The distributions of the average Nusselt number $\overline{Nu_X}$ in three periodical cycles for $L_c = 0.25, 0.5$ and 1 under $Re = 200$ and $F_c = 0.1$ situation.
The magnitude of $V_m$ could be expressed in terms of $2\pi F_c L_c$, the values of $V_m$ in the different Reynolds number cases are equal. Therefore, the Reynolds number directly dominates the magnitude of the average Nusselt number. Naturally, the larger the Reynolds number is, the larger the distribution of the average Nusselt number becomes. The distribution of the average Nusselt number verse time for $Re = 200$ situation has slight deviation from those of $Re = 500$ and 700 situations. The reason is suggested that the smaller Reynolds number situation causes the relative velocity effect to be not remarkable as the larger Reynolds number situations.

Fig. 11 indicates the cases of the distributions of the time-average Nusselt numbers verse time studied in this work. Generally, the larger the frequency, amplitude and Reynolds number are, the larger the time-average Nusselt number could be obtained. The maximum enhancement shown in Table 1 is about four times of the stationary case.

5. Conclusions

Heat transfer phenomena of the reciprocating piston cooled by the fluid are investigated numerically. The parameters of frequency, amplitude and Reynolds number are considered and the useful results are obtained and examined in detail. Some conclusions could be summarized as follows:

(1) The heat transfer mechanisms affected by the frequency are more remarkable than those affected by the amplitude and Reynolds number.

(2) The enlargement and contract of the volume of the cooling channel are accompanying with the upward and downward velocities of the cooling channel which cause the mass flow rate of the cooling fluid on the exit section to be varied periodically.

(3) Generally, the larger the frequency, amplitude and Reynolds number are, the apparent enhancements of the heat transfer rate are obtained.
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