Synthesis of Room Responses Using the Virtual Source Representation and the Comb-Nested Allpass Filters

An artificial reverberator is proposed in this paper to synthesize room responses. The method employs the virtual source representation and the comb-nested allpass filters to generate the early reflection and late reverberation, respectively, of room responses. The virtual source method is based on a simple representation of sound field with a distribution of discrete simple sources on the boundary. The complex strengths of the virtual sources are then calculated by solving a frequency domain least-square problem. Parameters such as room geometry, size, and wall absorption are naturally incorporated into the synthesis process. The filtering property of human hearing is also exploited in a nonuniform sampling procedure to further simplify the computation. Apart from the early reflection, a comb-allpass filter network is adopted to simulate late reverberations. Optimal parameters of the comb-allpass filter network are obtained using the genetic algorithm (GA). The energy decay curve (EDC) is chosen as the objective function in the GA procedure. Numerical simulations are carried out for a rectangular room and a concert hall model to verify the proposed technique. Subjective listening experiments demonstrate that the present technique is capable of conferring remarkable realism of room responses. [DOI: 10.1115/1.2360951]

1 Introduction

In recent years, reproduction of room effects has received increasing interest of research since it plays an important role in three-dimensional (3D) audio and auralization. Humans’ perception of the acoustical settings of environment relies heavily on the cues concealed in the reflections and reverberations associated with the particular room of interest. Without which, spaciousness and externalization would be lost, especially when headsets are used as the means of audio rendering. Room response is indeed one of the most complex types of system dynamics that presents a tremendous challenge to existing software and hardware of audio signal processing. One straightforward approach to create room responses is direct measurement of the impulse response of the room of interest. However, the field measurement method is known to be quite costly and time-consuming to carry out. Alternatively, room responses can be created with the aid of several numerical techniques, ranging from the simple allpass-comb network, the ray tracing algorithm, and the image method to more sophisticated numerical schemes such as the boundary element method (BEM) and the finite element method (FEM). The allpass-comb network is a widely used artificial reverberator for its simplicity [1]. However, it generally requires a tedious procedure of trial and error to adjust the filter parameters before an appropriate design can be reached. The ray-tracing method [2] and image source method [3] are also commonly used for room response simulation. Several refined algorithms along this line have been proposed to improve the precision and efficiency of the calculation [4–7]. However, these methods have some limitations. The image source method becomes complicated when dealing with rooms of arbitrary shapes. The ray-tracing method relies on the high-frequency assumption and is computationally intensive. The FEM or BEM types of methods are based on more rigorous wave acoustics than the forgoing methods. Still, numerical complication and computational loading hinder the methods for practical applications.

In this paper, a new method of room response synthesis is developed in an effort to reach an acceptable compromise between wave acoustics and computational efficiency. The method employs the virtual source representation and the comb-nested allpass filters to generate the early reflection and late reverberation, respectively, of room responses. The early reflection part represents the salient features of room responses with sufficiently high time and frequency domain complexity, whereas the late reverberation part behaves like a highly dense random noise damped with an exponential envelope. In the paper, a technique based on virtual source representation is developed to calculate the early reflection part. The method was inspired by a novel idea suggested by Koopmann et al. who seek to approximate the sound field radiated by an arbitrary source with the aid of the combined fields of a collection of discrete simple sources interior to the surface of the radiator [8]. In our problem, the enclosed sound field in a room is represented by an equivalent combination of the primary source and a finite number of discrete virtual sources distributed on a virtual boundary. The complex strengths of the virtual sources are then calculated using a least-square procedure by solving a matrix inverse problem, with reference to the conditions imposed at the field points on the physical boundary. Consequently, the original problem of finite boundary has been transformed to a free field equivalent so that the numerical complications frequently occurring in FEM/BEM methods can be avoided. This method is also less computationally expensive than the FEM or BEM methods. The geometry and dimensions of the room and frequency-dependent boundary absorptivity can readily be incorporated into the formulation. In addition, the constant-Q filtering property of the human hearing is exploited in the filter synthesis to further simplify the algorithm, without much performance penalty.

Apart from the early reflection part, a comb-allpass filter network is adopted to simulate late reverberations. The filter network is composed of two parallel comb filters cascaded with two-
layered nested all-pass filters. Optimal parameters of the comb-allpass filter network are obtained using the genetic algorithm (GA). The energy decay curve (EDC) is chosen as the objective function in the GA procedure. As such, the virtual source early reflection module and the GA-optimized comb-allpass network combine to yield natural-sounding room responses in an efficient manner.

The paper begins with a presentation of the virtual source method, followed by the GA optimization of the comb-allpass network. To verify the technique, a simple rectangular room and a realistic concert hall model were employed in the simulation. The reverberators designed by the proposed method are implemented on a personal computer and rendered using a headphone. In addition, subjective tests were also conducted to assess the validity of the presented method. The results and future perspectives are discussed in the conclusions.

2 Modeling of Early Reflection

In this section, the theoretical aspects underlying the present technique will be given with emphasis on the virtual source representation and the specification of boundary conditions.

2.1 Virtual Boundary Source Representation. The method proposed in this paper is motivated by the layer potential theory. It is unnecessary to know both the surface pressure and velocity. The pressure inside or outside of the surface is represented by a simple layer potential [9]

\[ p(x) = \int_{S} \sigma(x_0)G(x,x_0)dS(x_0) \] (1)

where \( \sigma \) is an unknown strength of the monopole distribution on the boundary. The velocities across the boundary are discontinuous. For \( x \in \mathbb{S} \),

\[ \frac{\partial p}{\partial n}(x) = \alpha \sigma(x) + \int_{S} \sigma(x_0) \frac{\partial G}{\partial n}(x,x_0)dS(x_0) \] (2)

where \( \alpha = \begin{cases} 1/2 & x \in \text{outside of the boundary} \\ -1/2 & x \in \text{inside of the boundary} \\ 0 & x \text{ right at the boundary} \end{cases} \)

and \( G(x,x_0) \) is the free space Green’s function

\[ G(x,x_0) = \frac{A}{r} e^{-jkr} \] (3)

where \( (x,x_0) \) are the field point and the source point, respectively, \( r = |x-x_0|, A \) is the source amplitude and \( k = \omega/c \) is the wave number, and \( c \) is the sound speed. It should also be noted that

\[ \frac{\partial G}{\partial n}(x,x_0) = \frac{1}{r} \nabla r \cdot n = -\frac{1}{r} \left( jk + \frac{1}{r} \right) A e^{-jk\cos \theta} \] (4)

where \( n \) is the corresponding outward normal and \( \theta \) is the spanning angle between the outward normal and the vector \( r \). Elaborate numerical schemes such as the FEM or BEM can be used for discretization of the above inherently continuous formulation [10]. Yet, additional insights can be gained by crude numerical integration of Eq. (1),

\[ p(x) = \int_{S} \sigma(x_0)G(x,x_0)dS(x_0) \approx \sum_{m=1}^{M} \int_{S_m} \sigma(x_0)G(x,x_0)dS(x_0) \]

\[ = \sum_{m=1}^{M} \sigma(S_m)G(x,x)\hat{S}_m = \sum_{m=1}^{M} Q_m G(x,S_m) \] (5)

where \( \hat{S}_m \) is the area of the \( m \)th element, \( s_m = \hat{S}_m \), and \( Q_m \) is the energy decay curve (EDC) is chosen as the objective function in the GA procedure. As such, the virtual source early reflection module and the GA-optimized comb-allpass network combine to yield natural-sounding room responses in an efficient manner.

The results and future perspectives are discussed in the conclusions.

Fig. 1 Vertical view of virtual sources distributed in the neighborhood of the boundary of a rectangular room
\[
\frac{\partial p}{\partial n}(x) = \frac{\partial G_p}{\partial n}(x, x_n) + \sum_{m=1}^{M} \frac{\partial p}{\partial n}(x, s_m)
\]  
(7)

Note that the term \( \alpha \sigma(x) \) does not appear in Eq. (7) because the field points never coincide with the source points \( (X + s_n) \) and so there is no velocity discontinuity whatsoever as in Eq. (2).

For simplicity, the unknown source strengths \( Q_m \) are determined in considering the following locally reacting conditions:

\[
\frac{\partial p(x)}{\partial n} = -jk \beta(\omega)p(x)
\]  
(8)

where \( \beta(\omega) \) is the normalized specific acoustic admittance which is generally dependent on frequencies and boundary conditions. Note that \( \beta(\omega)=0 \) if the boundary is rigid. Equations (6) and (7) can be rewritten as follows by choosing \( M \) field points on the physical boundary of room.

\[
\begin{bmatrix}
  p(x_1) \\
p(x_2) \\
\vdots \\
p(x_M)
\end{bmatrix} =
\begin{bmatrix}
  G(x_1, x_1) & G(x_1, x_2) & \cdots & G(x_1, x_M) \\
  G(x_2, x_1) & G(x_2, x_2) & \cdots & G(x_2, x_M) \\
  \vdots & \vdots & \ddots & \vdots \\
  G(x_M, x_1) & G(x_M, x_2) & \cdots & G(x_M, x_M)
\end{bmatrix}
\begin{bmatrix}
  Q_1 \\
  Q_2 \\
  \vdots \\
  Q_M
\end{bmatrix}
\]  

and

\[
\frac{\partial p(x_1)}{\partial n} = \frac{\partial G}{\partial n}(x_1, x_1) \\
\frac{\partial p(x_2)}{\partial n} = \frac{\partial G}{\partial n}(x_2, x_2) \\
\vdots \\
\frac{\partial p(x_M)}{\partial n} = \frac{\partial G}{\partial n}(x_M, x_M)
\]  

\[
\begin{bmatrix}
  G(x_1, s_1) & G(x_1, s_2) & \cdots & G(x_1, s_M) \\
  G(x_2, s_1) & G(x_2, s_2) & \cdots & G(x_2, s_M) \\
  \vdots & \vdots & \ddots & \vdots \\
  G(x_M, s_1) & G(x_M, s_2) & \cdots & G(x_M, s_M)
\end{bmatrix}
\begin{bmatrix}
  \beta_1(\omega) \\
  \beta_2(\omega) \\
  \vdots \\
  \beta_M(\omega)
\end{bmatrix}
\]  

Finally, substituting Eqs. (9) and (10) into Eq. (11) leads to

\[
[G_n + jk \beta_M(\omega)G]q(\omega) = -[g_{np} + jk \beta_M(\omega)g_p] \]  
(12)

The virtual source vector \( q(\omega) \) can be extracted by solving a matrix inverse problem, using a least-square procedure for each frequency \( \omega \).

### 2.2 Specification of Boundary Conditions

The application of Eq. (12) requires the knowledge of \( \beta(\omega) \). A method on the basis of the known room absorption coefficients is proposed to approximate \( \beta(\omega) \). In general, the parameter \( \beta(\omega) \) can be represented as

\[
\beta(\omega) = \frac{\rho_0 c}{z} = \chi + j \eta,
\]  
(13)

where \( z \) is the specific acoustic impedance, \( \rho_0 \) is the air density, \( c \) is the speed of sound, \( \chi \) is the normalized specific acoustic conductance, and \( \eta \) is the normalized specific acoustic susceptance. The parameter \( \eta \) slightly shifts the modal frequencies (very small in general), whereas \( \chi \) damps the resonant modes. According to Eq. (13), the specific acoustic impedance \( z \) can be written as

\[
z(\omega) = \frac{\rho_0 c}{\chi + j \eta} = r_n(\omega) + jx_n(\omega)
\]  
(14)

where \( r_n \) and \( x_n \) are specific acoustic resistance and reactance that in turn determines the normal incident sound absorption coefficient of the boundary [12]

\[
\alpha(\omega) = \frac{4 \rho_0 c r_n(\omega)}{[r_n(\omega) + \rho_0 c]^2 + x_n(\omega)^2}
\]  
(15)

We assumed that only normal incidence contributes to the early reflection, followed by a diffusive field after a large number of reflections. It is thus plausible to use normal incidence absorption coefficients in the simulation. Further simplification is possible using a crude assumption that \( \eta = 0 \) and \( x_n(\omega) = 0 \). From Eq. (15),
Substituting $\gamma(\omega)$ into Eq. (13) gives the value of $\beta(\omega)$. Therefore, $\beta(\omega)$ at each location on the boundary can be derived from the given absorption coefficients at that position. Note that the aforementioned assumption is only expedient and not generally true for absorptive surface. Admittedly, this may be one of the factors that contribute to the discrepancies between the measured and the synthesized data. More work needs to be done on how to choose a more appropriate parameter $\beta(\omega)$.

2.3 Nonuniform Spectral Sampling. In the aforementioned procedure, computational loading and synthesis performance is highly dependent on the frequency resolution. A further simplification is possible using a nonuniform sampling scheme that exploits the constant-$Q$ (or proportional band) filtering property of human hearing. The frequency response function is sampled at exponentially spaced points, according to

$$\tilde{\omega}_i = \omega_0 e^{m(2\pi i)/P}, \quad i = 0, \ldots, P$$

(17)

where $\omega_0$ and $P$ are the lowest frequency and desired number of frequency components. The parameter $m$ must be chosen to cover the desired frequency span $\omega_{\text{max}}$.

$$a = \frac{1}{2\pi} \ln \left( \frac{\omega_{\text{max}}}{\omega_0} \right)$$

(18)

After the weight vectors $q(\tilde{\omega}_i), i = 1 \ldots p$ are obtained, linear interpolation is called for to resample the weight vectors into the equally spaced frequencies. Then, the frequency response in any position can be calculated using Eq. (6). Finally, the impulse response is obtained from the frequency response utilizing the inverse FFT.

3 Modeling of Late Reverberation

3.1 Structure of the Late Reverberation Filter. Apart from the direct sound field, reverberant sound field is produced by the reflections from the surfaces of the room. After a large number of reflections, the sound in the room may be assumed to become “diffuse” so that the acoustic energy density is nearly the same throughout the volume of the enclosure, and all directions of propagation are equally probable. In contrast to the early reflections that carry structural information of the room, e.g., the room geometry, absorptivity of the reflecting surfaces, and the position and the directivity of the source, the echo density in the time domain and the modal density in the frequency domain of late reverberation are so high that ordinary modal analysis in wave acoustics becomes impractical. The impulse response of a room is not as structural as the early reflection and may last for seconds with diminishing amplitude, depending only on the room size and absorptivity of the walls. For this reason, instead of detailed modeling, we seek to model the late reverberation by using a simple filter network that allows for producing room responses with similar properties to those of actual rooms. The filter network consists of two parallel comb filters cascaded with two-layered nested allpass filter, as suggested in Gardner’s work [13]. Figure 2 illustrates the filter network and the block diagram of room response synthesis. The transfer function of two-layered nested allpass filter is given by

$$H_s(\zeta) = \frac{1 - c_2 \zeta^{-d_2} + c_1 \zeta^{-d_1} + c_1 \zeta^{-d_2} - c_2 \zeta^{-d_1 + d_2}}{1 - c_1 \zeta^{-d_1} + c_1 \zeta^{-d_2} - c_2 \zeta^{-d_1 + d_2}}$$

(19)

where the parameters $c_i$ and $d_i$ ($i = 1, 2$) are the gain and delay of the nested allpass filter. There are two noteworthy features of the nested allpass filters. First, the same pattern of response is never repeated in the time domain. Second, the echo density increases with time, which is close to the late reverberation of an actual room response. Next, the transfer function of comb filter takes the form

$$H_C(\zeta) = \zeta^{-m_i} / (1 - g_i \zeta^{-m_i})$$

(20)

where the parameters $g_i$ and $m_i$ are the gain and delay of the $i$th comb filter. It is necessary to determine $g_i$ of the parallel comb filters and the remaining gain and delay parameters are calculated according to

$$\frac{20 \log_{10} |g_i|}{m_i T} = -60 \frac{T_{60}}{T_{60}}$$

(21)

where $m_1:m_2 = 1:1.9$ and $T$ is the sampling period. Despite the simplicity at first glance, it is usually not trivial to choose a set of filter parameters appropriate for a natural reproduction of late reverberation. To minimize the effort of trial and error, a systematic procedure based on the GA is developed in this paper, to be presented in the following section. In the optimization procedure, the reverberation time $T_{60}$ is chosen as the objective.
function that is defined as the time required for the sound pressure level to decay by 60 dB. \( T_{60} \) can be estimated on the basis of the energy decay curve \( EDC \)

\[
EDC(t) = \frac{\int_0^t h^2(\tau)d\tau}{\int_0^\infty h^2(\tau)d\tau}
\]

(22)

where \( h(\tau) \) is the impulse response of the room. In the following, a brief review of the GA will be given.

3.2 Genetic Algorithm. The GA is a multi-starting-point optimization algorithm which simulates natural evolution. It is known to not be susceptible to local optima problem, making it well suited for our optimization problem at hand. In the GA procedure, the design variables of Eqs. (19) and (20) are concatenated into the so-called chromosome

\[
\theta = [g_1 \ c_1 \ c_2 \ d_1 \ d_2]^T, \ \theta \in \Theta
\]

(23)

where \( \Theta \) is the parameter space. The chromosomes encoded as binary numbers are generated randomly to form the population. The objective of the optimization is to find the chromosome with which the EDC of the synthesized room response best approximates the desired one. The cost function \( \eta(\theta) \) is defined as

<table>
<thead>
<tr>
<th>Surface</th>
<th>125 Hz</th>
<th>250 Hz</th>
<th>500 Hz</th>
<th>1000 Hz</th>
<th>2000 Hz</th>
<th>4000 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wooden floor (stairs and stage)</td>
<td>0.15</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>Wooden walls and underside of balconies (birch wood)</td>
<td>0.21</td>
<td>0.12</td>
<td>0.09</td>
<td>0.06</td>
<td>0.09</td>
<td>0.13</td>
</tr>
<tr>
<td>Ceiling</td>
<td>0.20</td>
<td>0.15</td>
<td>0.10</td>
<td>0.08</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Reflectors above the stage</td>
<td>0.12</td>
<td>0.10</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Seats in main area</td>
<td>0.45</td>
<td>0.60</td>
<td>0.73</td>
<td>0.80</td>
<td>0.75</td>
<td>0.64</td>
</tr>
<tr>
<td>Seats in the rear part</td>
<td>0.50</td>
<td>0.66</td>
<td>0.80</td>
<td>0.88</td>
<td>0.83</td>
<td>0.70</td>
</tr>
<tr>
<td>Linoleum floor between the seats (balcony)</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>Back wall and walls without wood veneer, variable reflectors</td>
<td>0.20</td>
<td>0.12</td>
<td>0.06</td>
<td>0.04</td>
<td>0.07</td>
<td>0.10</td>
</tr>
<tr>
<td>Window glass</td>
<td>0.02</td>
<td>0.06</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Plastered concrete (front and underside of speaker rooms)</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>Ventilation grid on the stage</td>
<td>0.08</td>
<td>0.12</td>
<td>0.15</td>
<td>0.15</td>
<td>0.12</td>
<td>0.08</td>
</tr>
</tbody>
</table>
where $E(t)$ and $\hat{E}(t)$ are the desired and synthesized EDC. The appropriateness of a chromosome is assessed by using the fitness function. According to the principle of the survival of the fittest, a chromosome with higher fitness value is more likely to produce offspring for the next generation. In order to apply the GA to the present optimization problem, the cost function must be related to the fitness function. Referring to Fig. 3, this can be achieved by using the following linear mapping also depicted in Fig. 3:

$$F = a \eta_b + b$$

where

$$a = \frac{F_b - F_w}{\eta_b - \eta_w}$$

$$b = F_b - a \eta_b$$

The subscripts $b$ and $w$ signify the best and worst values of the cost function, respectively.

In the first GA operation, reproduction, the chromosome in current generation will survive depending on the probability

$$p_k = \frac{F_k(\theta)}{N_p \sum_{k=1}^{N_p} F_k(\theta)}$$

where $N_p$ is the population size. The evaluation of the probability distribution function gives the cumulative distribution function (CDF). With reference to the CDF, a random number between 0 and 1 is then generated to decide which chromosome should enter the mating pool. This operation is repeated $N_p$ times until a new

| Table 2 Coefficients of the comb and nested all-pass filters |
|---|---|---|---|---|
| Filter | Comb filter | Nested all-pass filter |
| Gain | $g_1$, $g_2$ | $c_1$, $c_2$ |
| | 0.7078, 0.5186 | 0.4178, 0.8733 |
| Delay | $m_1$, $m_2$ | $d_1$, $d_2$ |
| | 2001, 3802 | 808, 656 |
population is obtained.

In the second GA operation, crossover, two chromosomes are randomly chosen to exchange information in the mating pool. Another random number between 0 and 1 is generated and compared with a prespecified crossover probability \(P_c\). If this number is less than \(P_c\), the crossover operation will take place.

The third GA operation, mutation, is necessary to prevent against premature convergence of the algorithm. This operation is initialized by specifying a mutation probability \(P_m\). Then, a “masking” string of the length of a chromosome is constructed for each chromosome by randomly generating numbers between 0 and 1. If the number is less than the mutation probability, the corresponding digit in the masking string is set to 1, otherwise, 0. Mutation is then carried out by the “exclusive-OR” operation between the chromosome and the associated masking string. Note, however, according to the elitism policy, two best chromosomes are preserved during the reproduction and passed directly to next generation without crossover and mutation. These GA steps should be repeated until the optimal solution is reached. The overall flow chart of the GA optimization is summarized in Fig. 4.

4 Numerical and Experimental Investigations

4.1 Verification of the Virtual Source Method. Numerical simulations are carried out to verify the aforementioned virtual source method. A small rectangular room model is chosen in the simulation for its known analytical solutions obtained using the modal superposition [11]. Note that the normalized specific acoustic admittance is chosen to be zero \(\beta=0\) because the boundary is rigid. The room dimensions and the locations of primary source and receiver are 3.14 m \(\times\) 2.72 m \(\times\) 1 m, [1.5 1 0.5] and [2 2 0.8], respectively. The distance between the field points and the virtual sources is the same as the distance between the primary source and boundary. Figure 1 illustrates the distribution of the virtual sources. In addition, the numbers of the field points and the virtual sources are both 202, and \(A=1.0\) in Eq. (3). The forgoing nonuniform sampling procedure is employed in the synthesis, with the parameters \(\omega_0=2\pi \times 10\) rad/s, \(P=64\), \(a=0.5161\) in Eq. (17), which leads to \(\omega_{\text{max}}=2\pi \times 256\) rad/s. Note that \(\omega_{\text{max}}\) is also the sampling rate used for the simulation. In this case, the sampling rate is selected to be 512 Hz. The result calculated using the virtual source method is compared with the analytical solution in Fig. 5. For reference, the simulation result obtained using the BEM is also included. The settings of the BEM are the same as those of the proposed method. In this case, 128 uniformly spaced frequency components are calculated. Using the same Pentium 4 computer, the time required for computation are 37 and 71 s for the virtual source method and the BEM method, respectively. Comparison of the frequency responses in Fig. 5 reveals that, except for some deviations in level, both methods are capable of capturing the salient features in the low frequency range. It is noted that, with no damping, the analytical and the BEM solutions will go to infinity at resonances. In practical calculations the data
4.2 Optimization. In the following, the Elmia Concert Hall [17] in Sweden is selected to verify the proposed optimized room response synthesizer. Both the virtual source early reflection module and the GA-based late reverberation module are exploited to synthesize the room response. The absorption coefficients of the Elmia hall are shown in Table 1, and the corresponding number of field points and the virtual sources are both 1412 and the nonuniform sampling procedure is also employed in the simulation. Most importantly, the number of field points used in the BEM and the virtual sources are both 1412 and the “conformal” to the room boundary, as shown in Fig. 6. The number of field points and the virtual sources are both 1412 and the nonuniform sampling procedure is also employed in the simulation. The parameters used in GA were set to be: population size = 100, number of generations = 100, crossover probability = 0.8, mutation probability = 0.01. Figure 8 compares the EDC of the optimized filter with the desired response, according to the optimal parameters listed in Table 2. In addition, the measured impulse response, synthesized early reflection and synthesized early reflection plus late reverberation are compared in Fig. 9. GA is employed for finding the optimal parameters of the proposed technique, as shown in Fig. 2(b). The proportion between the synthesized early reflection and the late reverberation are also optimized in the GA procedure. They can be simply concatenated without any adjustment. The initial peak corresponds to the direct sound. The impulse response in Fig. 9(a) lasts for about 40k samples. Figure 9(b) indicates that synthesized early reflection is in reasonable agreement with the early portion of the measured response. However, the impulse response lasts for only 10 k samples. The impulse response of the total response shown in Fig. 9(c) seems to have captured the general features of the room response. The impulse response lasts for about 40k samples. In order to assess the practicality of the proposed technique, a subjective listening test was undertaken with fifteen participants, using a female speech signal and a symphony signal. Six subjective indices including room size impression (RSI), fullness, clarity, naturalness, liveliness, and warmth are employed in the test. Specifically, RSI is the sensation of room size, fullness is the intensity of the reverberation, clarity is intelligibility of the audio signal, naturalness is the fluidity of rendering, liveness is the middle and high frequency reverberation (500 Hz–2 kHz), and warmth is the low frequency reverberation (<500 Hz). Each index is assessed in terms of five discrete levels: 1 = very poor, 2 = poor, 3 = fair, 4 = good, and 5 = perfect. The meaning of these subjective indices was fully explained to the participants prior to the listening test. Figure 10(a) compares the listening test using the measured response and the synthesized early reflection. The synthesized early reflection performed similarly to the measured response, while notable degradation in terms of spaciousness and fullness were found in the speech case. This suggests that the late reverberation is crucial in subjectively realistic rendering of room responses. Therefore, a listening test was carried out for the synthesized total response (early reflection plus late reverberation). The results are shown in Fig. 10(b). It reveals that the total system has indeed achieved excellent performance in comparison to the measured room response.

5 Conclusions

A numerical technique has been developed in the work to synthesize room responses with application in audio reproduction.
The virtual source method is used to calculate the early reflections. It follows the acoustic formalism based on the wave equation and frequency-dependent boundary conditions. Unlike the conventional image method that is often confined to regularly shaped rooms, the present method does not need to prespecify the locations of image points. In addition, late reverberation is synthesized by utilizing two comb filters cascaded with two-layered nested all-pass filters. The parameters of the nested allpass filters as well as the comb filters are optimized using the GA. The proposed technique requires only moderate computation and does not suffer from numerical complications such as the singularity problem. In addition, the constant-Q filtering property of human hearing is exploited in the current synthesis procedure. On the surface, the simulation results showed noticeable discrepancies between the synthesized and the real room responses. The proposed method is capable of producing, not only in the time domain but also in the frequency domain, sufficient response complexity that is close to a practical room. Only salient features of the room response were preserved in the virtual source representation. This has attained the purpose of the present study that seeks to efficiently simulate natural reverberations in the context of human perception, and not the exact reproduction of room responses.

The comb-nested all pass filters have been implemented for simulating the late reverberation. The parameters were optimized by the GA on the basis of the energy decay curve (DEC). The room response synthesizer was completed by combining the early response and the late reverberation modules. As indicated by the subjective listening tests, the present method performed satisfactorily in terms of hearing perception, as compared to the measured response. The proposed technique serves as an efficient and effective means in immersing the listeners into the acoustic environment with remarkable realism.

It is true that the virtual source distribution has significant effects on the accuracy of the approximation. On the other hand, the application of a normal incidence formula to an absorption coefficient is measured in a diffuse field needs justification. Research on these aspects that could be considered as the limitations of the present work is currently underway.
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