The present invention discloses an object image detection method, which uses a coarse-to-fine strategy to detect objects. The method of the present invention comprises steps: acquiring an image and pre-processing the image to achieve dimensional reduction and information fusion; using a trained filter to screen features; and sequentially using a coarse-level MLP verifier and a fine-level MLP verifier to perform a neural network image detection to determine whether the features of the image match the features of the image of a target object. The present invention simultaneously uses three mainstream image detection methods, including the statistic method, neural network method and adaboost method, to perform image detection. Therefore, the present invention has the advantages of the rapidity of the adaboost method and the accuracy of the neural network method at the same time.

1. Collecting an image
2. Undertaking a convolutional feature map processing
3. Filtering out most of the background with a pixel-based pre-filter mechanism
4. Processing the remaining half of data with a coarse-level MLP verifier
5. Processing all the screened data with a fine-level MLP verifier to determine whether the image is a target image
collecting positive and negative samples, and normalizing each of the positive and negative samples into a window image having a specified size

processing all the positive and negative samples with a 1-D Haar transform to extract corresponding surface features from the positive and negative samples

processing each of the Haar-transformed positive and negative samples with a convolutional operation to obtain the convolution-processed window images of the positive or negative sample, and subsampling the convolution-processed window images to obtain the values of the window image corresponding to the positive or negative sample

using PCA technology to obtain a principal component having over 90% information, and determining the numbers of pixels needed by the hidden shell and input shell of the fine-level MLP verifier

training the fine-level MLP verifier with a gradient-based learning algorithm

calculating the weighted value of each pixel with a boosting algorithm

training a pre-filter according to the weighted values of the pixels

training the coarse-level MLP verifier with a gradient-based learning algorithm

Fig. 1
collecting a sample, and normalizing the sample into a window image having a specified size

processing the sample with a 1-D Haar transform to extract corresponding surface features from the sample

using a convolutional operation and a subsampling processing to achieve the dimensional reduction and information fusion of the pixels of the sample

using a pre-filter to filter out most of the background of the window image

using a trained coarse-level MLP verifier to detect the window image

calculating the weighted value of each pixel with a boosting algorithm

using a trained fine-level MLP verifier to detect the object image once again

Fig. 2
Fig. 3: Diagram of image processing and feature map generation.
S21: Collecting an image
S22: Undertaking a convolutional feature map processing
S23: Filtering out most of the background with a pixel-based pre-filter mechanism
S24: Processing the remaining half of data with a coarse-level MLP verifier
S25: Processing all the screened data with a fine-level MLP verifier to determine whether the image is a target image
OBJECT IMAGE DETECTION METHOD

BACKGROUND OF THE INVENTION

[0001] 1. Field of the Invention
[0002] The present invention relates to a detection method, particularly to an object image detection method.
[0003] 2. Description of the Related Art
[0004] Object image detection technologies have been applied to many technical fields. The parameters used in an object image detection method should vary or be modified with the detected object. The most common object image detection methods include the statistic method and the neural network method recently. These two common object image detection methods are further discussed below.
[0005] Face detection technologies are used to exemplify the statistic method, wherein Principle Component Analysis (PCA) is adopted. In one application thereof, a face training sample and a non-face training sample are respectively divided into a plurality of clusters and the clusters are compared with each feature of an object image to determine the distance therebetween. In the distance evaluation, the feature vectors of all the clusters are first worked out; next, the Mahalanobis distances between the object image and the feature vectors are calculated to determine the similarities between the object image and the clusters. Next, the object image is projected to each cluster to calculate the distance between the object image and the cluster center. When most features of the object image meet the face training sample, the object image is determined to be a human face. When most features of the object image meet the non-face training sample, the object is determined to be not a human face. In another application, the face detection technology is based on the Bayesian image analysis, wherein the features of an object image are first obtained from 1-D Haar transform images perpendicular to each other, and the projected histograms. Next, the probability density functions of a face sample and a non-face sample are constructed. Next, based on the face and non-face probability density functions, the image features are converted into input vectors. Then, whether the input image is a human face is determined with the Bayesian method.

[0006] In the neural network method, every pixel of an image is usually as an input to train the neural network classifier. In such an approach, what is input is the original image. In other words, the image without feature extraction is used to train a neural network classifier. Therefore, the complexity of calculation increases, which impairs application needing a high speed image processing. To solve such a problem, there is another approach of the neural network method, wherein local features of an image are modularized beforehand. The modularized features are input to separately train different neural network classifiers. Although the modularized features come from an identical image, no connection exists between them in training. Therefore, a special module is used to integrate the modularized features to complete the image detection task. For example, when the object is a human face, the modularized features may be: eyes, mouth, nose, etc. In such a case, the special module integrating the modularized features may be a complexion-filtering module. When a neural network classifier identifies a human face, the modularized features of eyes, mouth, and nose, together with the complexion-filtering module, are used in comparison to determine whether the input image is a human face.

[0007] Besides the abovementioned two object image detection methods, the adaboost algorithm, support vector machine (SVM), multi-information object detection methods also prevail in industrial and academic fields. Among them, the adaboost algorithm is particularly popular because it has a very fast detection speed. However, the adaboost algorithm needs a very long training time because a great number of features need screening in training. Thus, the training results are unlikely to be fast obtained, and the usefulness of the adaboost algorithm is decreased.

[0008] As the statistic method filters out unnecessary data beforehand, it has shorter training time. However, the statistic method has lower detection accuracy and lower detection efficiency. For the neural network method, the training efficiency correlates with the complexity of the object image. A simpler object image needs less training time and detection time but has lower detection accuracy. A more complicated object image needs more detection time but has higher detection accuracy. The adaboost algorithm has higher detection speed but needs longer training time. Thus, the conventional statistic method, neural network method and adaboost algorithm respectively have their weaknesses and strengths. However, generally to speak, they are all unlikely to extensively apply to real-time object detection systems.

[0009] Accordingly, the present invention proposes an object image detection method, which integrates the conflicting strengths to simultaneously achieve the speed and accuracy of object detection.

SUMMARY OF THE INVENTION

[0010] The primary objective of the present invention is to provide an object image detection method, which has a simple and fast object image detection process, wherein an adaboost algorithm is used to reduce the number of window images needing inspection, and a neural network architecture is used to reduce the time consumed in inspecting window images, whereby real-time object detection is realized.

[0011] Another objective of the present invention is to provide an object image detection method, which applies to human face detection, wherein a coarse-to-fine strategy is used to achieve an object image processing speed of at least 13 frames per second.

[0012] Further objective of the present invention is to provide an object image detection method, which pertains to the fields of information, computer and virtual display, wherein the realtime image detection capability thereof can extensively apply to the computer virtual display industry, security monitor industry and amusement game industry.

[0013] To achieve the abovementioned objectives, the present invention proposes an object image detection method, which utilizes a trained image verifier to identify images. The object image detection method of the present invention comprises the following steps: acquiring a sample, which may be a large-size image, and working out a plurality of window images corresponding to the image; extracting surface features from the image; processing the window images to obtain a plurality of pixels corresponding to the window images, and calculating the weighted values of the pixels; screening and pre-filtering all the window images according to the weighted values to choose fewer window images from all the window images; performing at least two cycles of multi-layer perception (MLP) operations to verify the image formed of the chose window images, and determining the sample to be true if the object image formed of the chose window images is verified to be an effective object image, and determining the sample to be false if the object image formed of the chose window images is verified to be an ineffective object image.
images is verified to be an ineffective object image. The verifier used to determine whether the sample is true or false is trained with the following steps: collecting and processing a plurality of positive and negative samples; extracting surface features from the processed positive and negative samples; calculating the processed positive and negative samples to obtain corresponding pixels; selecting the positive and negative samples to train the setting of parameters of a fine-level MLP operation; processing the positive and negative samples used in the fine-level MLP operation to obtain corresponding weighted values; choosing the positive and negative samples having specified ranges of weighted values according to the abovementioned corresponding weighted values, and training the setting of parameters of a pre-filter with the chosen positive and negative samples; selecting a portion of the positive and negative samples from the positive and negative samples used in training the pre-filter to train the setting of parameters of a coarse-level MLP operation. Thus, in the present invention, an object image is verified with the process trained with a plurality of positive and negative samples.

[0014] The object image detection method of the present invention can establish a simple process to fast and realtime object detection. Therefore, the method of the present invention is very suitable for human face detection.

[0015] Below, the embodiments will be described in detail in cooperation with the attached drawings to make easily understood the objects, technical contents, characteristics and accomplishments of the present invention.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0016] FIG. 1 is a flowchart of a fast training method of a human face detection method of the present invention;
[0017] FIG. 2 is a flowchart of a detection method of a human face detection method of the present invention;
[0018] FIG. 3 is a block diagram of the detection method shown in FIG. 2; and
[0019] FIG. 4 is a flowchart of an object image detection method of one embodiment of the present invention.

**DETAILED DESCRIPTION OF THE INVENTION**

[0020] In electronic security systems, such as video monitoring systems, burglary-protection devices, entrance guard devices, integrated building automation systems, etc., the detected objects are feature-verified before personal identification. For example, a detected object should be verified to be a human face before performing personal identity verification. Therefore, an object image detection method should be able to undertake realtime and precise object detection.

[0021] The present invention proposes an object image detection method to meet requirements of the computer visual display industry, security monitor industry and amusement game industry. The present invention possesses the technical superlatives of fast training and realtime detection simultaneously. Below, the present invention will be exemplified with human face detection and described in detail in cooperation with the drawings.

[0022] Refer to FIG. 1 for a flowchart of a human face detection process of one embodiment of the present invention. In Step S01, since the objects of detection are human faces, 5000 positive samples (human face samples) and 5000 negative samples (non-face samples) are collected, and each of the positive and negative samples is normalized into a window image having a specified size. In this embodiment, each sample is normalized into a 32x36 window image. In Step S02, all the positive and negative samples are processed with a 1-D Haar transform operation to extract corresponding surface features from the positive and negative samples. In Step S03, each of the Haar-processed positive and negative samples is processed with a convolution operation to obtain a convolution-processed positive or negative window image, which is further subsampled to obtain a window image value corresponding to a positive or negative sample. In Step S04, each of the positive and negative samples obtained in Step S03 is converted into a 6x7 window image; the pixels of the 6x7 window image is cascaded into a 1-D feature vector; the 1-D feature vector is processed with a PCA (Principal Component Analysis) technology to obtain a principal component having over 90% information; the number of nerve cells required by the hidden layer of the fine-level MLP (Multi-Layer Perception) verifier is also determined. In this embodiment, the hidden layer of the fine-level MLP verifier needs about 10 principal-component nerve cells, and the number of the input points to the input shell of the fine-level MLP verifier is identical to the number of the pixels of the 6x7 window image, i.e. 42. In Step S05, 10 principal-component pixels of the hidden shell and 42 input points of the input shell of the fine-level MLP verifier are input to function as input samples; the fine-level MLP verifier is trained with a gradient-based learning algorithm; the coefficients of the fine-level MLP verifier and the convolutional feature map will learn a verification mode after training. In Step S06, the same input samples as in Step S05 are processed with a boosting algorithm to obtain the weighted values corresponding to the pixels of each 6x7 window image. In Step S07, the weighted value of each pixel is used to determine whether a feature can be filtered out. In this embodiment, about 50% window images, which need about 10 pixel features, are filtered out. The features are then arranged in sequence to complete the training of the pre-filter. In Step S08, the front half of the input points of the input shell of the fine-level MLP verifier in Step S05, i.e. the front 21 pixels, are input to function as the pixels of the input shell of a coarse-level MLP verifier; the coarse-level MLP verifier is also trained with the gradient-based learning algorithm; thereby, the coefficients of the coarse-level MLP verifier will learn a verification mode after training.

[0023] From the above training method, it is known that either of the fine-level MLP operation and coarse-level MLP operation is a neural network detection method. Therefore, the neural network architecture in the present invention is determined in a statistic way during training. In the above embodiment, the coarse-level neural network training and the fine-level neural network training respectively need only 224 minutes and 88 minutes. The trained information is repeatedly used and a pre-filter is trained by a pixel-based pre-filter mechanism. Thereby, the pre-filter training can be completed in about 10 minutes. Therefore, the method of the present invention can indeed achieve the objective of fast training. In the above embodiment, the training samples have positive and negative samples both of the same number. However, the positive and negative samples may have different numbers in some design of parameters.

[0024] Based on the training method shown in FIG. 1, a proposed human face detection embodiment of the object image detection method of the present invention below. Refer to FIG. 2 and FIG. 3 respectively a flowchart of a human face
In conclusion, the present invention adopts an integration-type detection architecture to reduce the number of window images needing check and reduce the time for checking each window image at the same time. In a human face detection embodiment, the present invention can reliably achieve a detection speed of 13 frames per second. Further, the present invention trains the neural network with a statistic method and applies the training results to a pixel-based pre-filter mechanism. Therefore, every stage of the training method, which the object image detection method of the present invention is based on, has a pretty high speed.

The embodiments described above are to exemplify the present invention to enable the persons skilled in the art to understand, make, and use the present invention. However, it is not intended to limit the scope of the present invention. Any equivalent modification or variation according to the spirit of the present invention is to be also included within the scope of the present invention, which is based on the claims stated below.

What is claimed is:

1. An object image detection method, which utilizes a trained image-processing method to undertake object image detection, comprising steps:
   - collecting a sample and working out a plurality of window images corresponding to said sample;
   - calculating said window images to obtain pixels corresponding to said window images, and calculating said pixels to obtain weighted values corresponding to said pixels;
   - screening all said window images according to said weighted values of said pixels and then performing a pre-filter process to obtain fewer screened window images from all said window images; and
   - performing at least two cycles of multi-layer perception (MLP) operations to verify an image formed of said screened window images, and determining said sample to be true if said image formed of said screened window images is verified to be an effective object image, and determining said sample to be false if said image formed of said screened window images is verified to be an ineffective image.

2. The object image detection method according to claim 1, wherein said trained image-processing method comprises steps:
   - collecting a plurality of positive and negative samples and calculating said positive and negative samples to obtain a plurality of positive and negative window images respectively corresponding to said positive and negative samples;
   - calculating said positive and negative window images to obtain pixels respectively corresponding to said positive and negative window images;
   - selecting said positive and negative samples to train a setting of parameters of a second MLP operation;
   - calculating said positive and negative samples used in said second MLP operation to obtain weighted values corresponding to said positive and negative samples used in said second MLP operation;
   - selecting said positive and negative samples having specified ranges of weighted values according to said weighted values corresponding to said positive and negative samples to train a setting of parameters of a pre-filter; and

[0027] In conclusion, the present invention adopts an integration-type detection architecture to reduce the number of window images needing check and reduce the time for checking each window image at the same time. In a human face detection embodiment, the present invention can reliably achieve a detection speed of 13 frames per second. Further, the present invention trains the neural network with a statistic method and applies the training results to a pixel-based pre-filter mechanism. Therefore, every stage of the training method, which the object image detection method of the present invention is based on, has a pretty high speed.

[0028] The embodiments described above are to exemplify the present invention to enable the persons skilled in the art to understand, make, and use the present invention. However, it is not intended to limit the scope of the present invention. Any equivalent modification or variation according to the spirit of the present invention is to be also included within the scope of the present invention, which is based on the claims stated below.

What is claimed is:

1. An object image detection method, which utilizes a trained image-processing method to undertake object image detection, comprising steps:
   - collecting a sample and working out a plurality of window images corresponding to said sample;
   - calculating said window images to obtain pixels corresponding to said window images, and calculating said pixels to obtain weighted values corresponding to said pixels;
   - screening all said window images according to said weighted values of said pixels and then performing a pre-filter process to obtain fewer screened window images from all said window images; and
   - performing at least two cycles of multi-layer perception (MLP) operations to verify an image formed of said screened window images, and determining said sample to be true if said image formed of said screened window images is verified to be an effective object image, and determining said sample to be false if said image formed of said screened window images is verified to be an ineffective image.

2. The object image detection method according to claim 1, wherein said trained image-processing method comprises steps:
   - collecting a plurality of positive and negative samples and calculating said positive and negative samples to obtain a plurality of positive and negative window images respectively corresponding to said positive and negative samples;
   - calculating said positive and negative window images to obtain pixels respectively corresponding to said positive and negative window images;
   - selecting said positive and negative samples to train a setting of parameters of a second MLP operation;
   - calculating said positive and negative samples used in said second MLP operation to obtain weighted values corresponding to said positive and negative samples used in said second MLP operation;
   - selecting said positive and negative samples having specified ranges of weighted values according to said weighted values corresponding to said positive and negative samples to train a setting of parameters of a pre-filter; and

[0025] From the human face detection method of the present invention shown in FIG. 2 and FIG. 3, it is known that the present invention takes a coarse-to-fine object detection strategy. Therefore, the present invention can improve detection speed from two sides at the same time. In one side, the neural network architecture is used to fast check each window image and rapidly determine whether the acquired image is a human face, and the checking time for each window image is thus reduced. In the other side, most of the background is filtered out by a simple feature pre-filter method and thus the number of the window images needing check is reduced. Then, verifiers are used to decide the location and size of the object. Thereby, the present invention has a detection speed faster than a general neural network detector or a general statistic detector.

[0026] Although the object image detection method of the present invention is exemplified with the human face detection shown in FIG. 1 to FIG. 3, the present invention in fact can perform different training and different detection according to the collected images. In the pre-processing, different types of images will have different parameter settings. However, no matter what type of image is acquired, the primary image detection steps are similar, as shown in FIG. 4. In Step S21, an image is collected. In Step S22, a convolutional feature map processing is undertaken. In Step S23, a pixel-based pre-filter mechanism is used to filter out most of the background. In Step S24, the remaining half of data is processed with the coarse-level MLP verifier. In Step S25, all the screened data is processed with a fine-level MLP verifier to determine whether the image is a target image.

[0027] In conclusion, the present invention adopts an integration-type detection architecture to reduce the number of window images needing check and reduce the time for checking each window image at the same time. In a human face detection embodiment, the present invention can reliably achieve a detection speed of 13 frames per second. Further, the present invention trains the neural network with a statistic method and applies the training results to a pixel-based pre-filter mechanism. Therefore, every stage of the training method, which the object image detection method of the present invention is based on, has a pretty high speed.

[0028] The embodiments described above are to exemplify the present invention to enable the persons skilled in the art to understand, make, and use the present invention. However, it is not intended to limit the scope of the present invention. Any equivalent modification or variation according to the spirit of the present invention is to be also included within the scope of the present invention, which is based on the claims stated below.

What is claimed is:

1. An object image detection method, which utilizes a trained image-processing method to undertake object image detection, comprising steps:
   - collecting a sample and working out a plurality of window images corresponding to said sample;
   - calculating said window images to obtain pixels corresponding to said window images, and calculating said pixels to obtain weighted values corresponding to said pixels;
   - screening all said window images according to said weighted values of said pixels and then performing a pre-filter process to obtain fewer screened window images from all said window images; and
   - performing at least two cycles of multi-layer perception (MLP) operations to verify an image formed of said screened window images, and determining said sample to be true if said image formed of said screened window images is verified to be an effective object image, and determining said sample to be false if said image formed of said screened window images is verified to be an ineffective image.

2. The object image detection method according to claim 1, wherein said trained image-processing method comprises steps:
   - collecting a plurality of positive and negative samples and calculating said positive and negative samples to obtain a plurality of positive and negative window images respectively corresponding to said positive and negative samples;
   - calculating said positive and negative window images to obtain pixels respectively corresponding to said positive and negative window images;
   - selecting said positive and negative samples to train a setting of parameters of a second MLP operation;
   - calculating said positive and negative samples used in said second MLP operation to obtain weighted values corresponding to said positive and negative samples used in said second MLP operation;
   - selecting said positive and negative samples having specific ranges of weighted values according to said weighted values corresponding to said positive and negative samples to train a setting of parameters of a pre-filter; and

[0025] From the human face detection method of the present invention shown in FIG. 2 and FIG. 3, it is known that the present invention takes a coarse-to-fine object detection strategy. Therefore, the present invention can improve detection speed from two sides at the same time. In one side, the neural network architecture is used to fast check each window image and rapidly determine whether the acquired image is a human face, and the checking time for each window image is thus reduced. In the other side, most of the background is filtered out by a simple feature pre-filter method and thus the number of the window images needing check is reduced. Then, verifiers are used to decide the location and size of the object. Thereby, the present invention has a detection speed faster than a general neural network detector or a general statistic detector.

[0026] Although the object image detection method of the present invention is exemplified with the human face detection shown in FIG. 1 to FIG. 3, the present invention in fact can perform different training and different detection according to the collected images. In the pre-processing, different types of images will have different parameter settings. However, no matter what type of image is acquired, the primary image detection steps are similar, as shown in FIG. 4. In Step S21, an image is collected. In Step S22, a convolutional feature map processing is undertaken. In Step S23, a pixel-based pre-filter mechanism is used to filter out most of the background. In Step S24, the remaining half of data is processed with the coarse-level MLP verifier. In Step S25, all the screened data is processed with a fine-level MLP verifier to determine whether the image is a target image.
selecting a portion of said positive and negative samples from said positive and negative samples used in said setting of parameters of said pre-filter to train a setting of parameters of a first MLP operation.

3. The object image detection method according to claim 2, wherein a normalization operation is performed on said positive and negative samples after said step of collecting said positive and negative samples.

4. The object image detection method according to claim 2, wherein corresponding surface features are extracted from said positive and negative window images after said step of calculating said positive and negative samples to obtain said positive and negative window images respectively corresponding to said positive and negative samples.

5. The object image detection method according to claim 4, wherein a 1-D Haar transform is used to realize extracting said corresponding surface features from said positive and negative window images.

6. The object image detection method according to claim 2, wherein said step of calculating said positive and negative window images to obtain pixels respectively corresponding to said positive and negative window images is realized with a convolution operation or a subsampling algorithm, and is used to achieve dimensional reduction or information fusion of said pixels of said positive and negative window images.

7. The object image detection method according to claim 2, wherein said step of selecting from said positive and negative samples to train a setting of parameters of a second MLP operation, selecting portion of said positive and negative samples from all said positive and negative window images is realized with a principal component analysis (PCA) technology.

8. The object image detection method according to claim 2, wherein training said first or second MLP operation is realized with a gradient-based learning algorithm; said second MLP operation is a fine-level MLP verification; said first MLP operation is a coarse-level MLP verification.

9. The object image detection method according to claim 2, wherein in said step of selecting some of said positive and negative samples to train said setting of parameters of said second MLP operation, said parameters include parameters of a second MLP verifier and parameters of a second MLP convolutional feature map.

10. The object image detection method according to claim 2, wherein in said step of calculating said positive and negative samples used in said second MLP operation to obtain said weighted values corresponding to said positive and negative samples used in said second MLP operation, said weighted values corresponding to said positive and negative samples are obtained with a boosting algorithm.

11. The object image detection method according to claim 2, wherein in said step of selecting said positive and negative samples having specified ranges of weighted values according to said weighted values corresponding to said positive and negative samples to train said setting of parameters of said pre-filter, a number of said positive and negative samples having specified ranges of weighted values is a half of a number of all said positive and negative samples.

12. The object image detection method according to claim 2, wherein in said step of selecting a portion of said positive and negative samples from said positive and negative samples used in training said pre-filter to train said setting of parameters of said first MLP operation, said parameters include parameters of a first MLP verifier and parameters of a first MLP convolutional feature map.

13. The object image detection method according to claim 2, wherein a number of said positive and negative samples used by said first MLP operation is a half of a number of said positive and negative samples used by said second MLP operation.

14. The object image detection method according to claim 1, wherein a normalization operation is performed on said sample after said step of collecting said sample.

15. The object image detection method according to claim 1, wherein corresponding surface features are extracted from said window images after said step of collecting said sample and working out said window images corresponding to said sample.

16. The object image detection method according to claim 15, wherein a 1-D Haar transform is used to realize extracting said corresponding surface features from said window images.

17. The object image detection method according to claim 1, wherein said step of calculating said window images to obtain pixels respectively corresponding to said window images is realized with a convolution operation or a subsampling algorithm, and is used to achieve dimensional reduction or information fusion of said pixels of said window images.

18. The object image detection method according to claim 1, wherein in said step of calculating said pixels to obtain weighted values corresponding to said pixels, said weighted values corresponding to said pixels are obtained with a boosting algorithm.

19. The object image detection method according to claim 1, wherein in said step of screening all said window images according to said weighted values of said pixels and performing said pre-filter process to obtain said screened window images from all said window images, a number of said screened window images is a half of a number of all said window images.

20. The object image detection method according to claim 1, wherein in said step of screening all said window images according to said weighted values of said pixels to perform said pre-filter process and obtain said screened window images from all said window images, each said screened window image contains at least 90% of feature information.

21. The object image detection method according to claim 1, wherein said step of performing at least two cycles of multi-layer perception (MLP) operations to verify said image formed of said screened window images includes:

   - screening said screened window images once again to perform a first MLP operation; and
   - performing a second MLP operation on all said screened window images to determine whether an object image formed of said screened window images is true or false.

22. The object image detection method according to claim 21, wherein in said step of screening said screened window images once again to perform a first MLP operation, said first MLP operation is a coarse-level MLP operation.

23. The object image detection method according to claim 21, wherein in said step of performing a second MLP operation on all said screened window images to determine
whether said object image formed of said screened window images is true or false, said second MLP operation is a fine-level MLP operation.

24. The object image detection method according to claim 2, wherein said sample is a human face image; said positive samples are human face images, and said negative samples are non-face images.

25. The object image detection method according to claim 1, wherein in a case that said object is a human face, if said sample is determined to be true, said sample is a human face image; if said sample is determined to be false, said sample is a non-face image.