HYBRID CODEC APPARATUS AND METHOD FOR DATA TRANSFERRING

In a hybrid codec apparatus for data broadcasting, an encoder divides a source file into N sections, generates N principal encoded data after coding on a first finite field and K additional encoded data after coding on a second finite field, then transmits a group of coefficient encoded data and the N+K encoded data to a decoder. The decoder merges the group of coefficient encoded data and the N+K encoded data, and decodes the N principal encoded data on the first finite field. When the decoder fails to decode the N principal encoded data, the decoder uses the K additional encoded data to assist the data decoding on the second finite field. After the decoding, a recovered source file is produced.
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<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>E₀</td>
<td>E₁</td>
<td>E₂</td>
<td>E₃</td>
<td>E₄</td>
<td>E₅</td>
<td>E₆</td>
<td>E₇</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>124</td>
<td>19</td>
<td>250</td>
<td>116</td>
<td>94</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>55</td>
<td>18</td>
<td>210</td>
<td>165</td>
<td>47</td>
<td>47</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 7A**
## FIG. 7B

<table>
<thead>
<tr>
<th></th>
<th>D₀</th>
<th>D₁</th>
<th>D₂</th>
<th>D₃</th>
<th>D₄</th>
<th>D₅</th>
<th>D₆</th>
<th>D₇</th>
<th>E₈</th>
<th>E₉</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>124</td>
<td>19</td>
<td>250</td>
<td>116</td>
<td>94</td>
<td>37</td>
<td></td>
<td>E₈</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>55</td>
<td>18</td>
<td>210</td>
<td>165</td>
<td>47</td>
<td>47</td>
<td>15</td>
<td></td>
<td>E₉</td>
<td></td>
</tr>
</tbody>
</table>
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**FIG. 9A**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>E₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>E₁</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>E₂</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>E₃</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>E₄</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>E₅</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>E₆</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>E₇</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>124</td>
<td>19</td>
<td>250</td>
<td>116</td>
<td>94</td>
<td>37</td>
<td>E₈</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>55</td>
<td>18</td>
<td>210</td>
<td>165</td>
<td>47</td>
<td>47</td>
<td>15</td>
<td>E₉</td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 9B**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>D₁+D₄+D₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>D₂+D₅</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>D₃+D₅</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>D₄+D₅+D₇</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>D₆+D₇</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>D₇</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>E₈</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>124</td>
<td>19</td>
<td>250</td>
<td>116</td>
<td>94</td>
<td>37</td>
<td>E₉</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>55</td>
<td>18</td>
<td>210</td>
<td>165</td>
<td>47</td>
<td>47</td>
<td>15</td>
<td>E₉</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_1+D_4+D_5$</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>--------------</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_2+D_5$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_3+D_5$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$D_4+D_5+D_7$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$D_6+D_7$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$D_7$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$E_8$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$E_9$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>124</td>
<td>19</td>
<td>250</td>
<td>116</td>
<td>94</td>
<td>37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>55</td>
<td>18</td>
<td>210</td>
<td>165</td>
<td>47</td>
<td>47</td>
<td>15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>$D_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_1$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_2$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_3$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_4$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$D_5$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$D_6$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$D_7$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_8$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D_9$</td>
</tr>
</tbody>
</table>

FIG. 10
Divide Source File Into N Segments And Encode These N Segments With Two Different Encoding Methods To Generate N Main Encoded Data And K Additional Encoded Data Respectively.

Transmit A Set Of Encoding Coefficients And These N+K Encoded Data To A Decoder.

The Decoder Decode The N Main Encoded Data With A Corresponding Decoding Method.

Able To Decode The N Segments?

Yes

No

The Decoder Decodes With The Assistance Of The K Additional Encoded Data And Using Another Corresponding Decoding Method To Decode The Encoded Data.

FIG. 11
<table>
<thead>
<tr>
<th>GF($2^n$)</th>
<th>$10^{-2}$</th>
<th>$10^{-4}$</th>
<th>$10^{-6}$</th>
<th>$10^{-8}$</th>
<th>$10^{-10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF(2)</td>
<td>7</td>
<td>15</td>
<td>20</td>
<td>27</td>
<td>-</td>
</tr>
<tr>
<td>GF($2^2$)</td>
<td>4</td>
<td>7</td>
<td>11</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>GF($2^4$)</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>GF($2^8$)</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>GF($2^{16}$)</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>GF($2^{32}$)</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

**FIG. 12**
HYBRID CODEC APPARATUS AND METHOD FOR DATA TRANSFERRING

TECHNICAL FIELD

[0001] The disclosure generally relates to a hybrid codec apparatus and method for data transferring.

BACKGROUND

[0002] During data transferring, in order to let the receiving end correctly determine the data transmitted by the transmitting end, a data encoding process is usually performed. After the transmitting end encodes the data to be transferred, the transmitting end will then transfer the encoded data through the physical channel. After the receiving end receives the encoded data, the receiving end performs the corresponding decoding process. On one hand, the decoding process is to extract the original source data, and on the other hand, the decoding process is to ensure the correctness of the original data.

[0003] Currently, numerous encoding and/or decoding techniques have been developed. For example, parity check bit is added to the end of source data so that the receiving end may determine whether the source data is correct. Or, an error correction code (ECC) part may be further added to the end of the source data so that the receiving end may correct some of the errors in addition to determining whether the data is received correctly.

[0004] To enable scalability and fault-tolerance of the encoded data distributed in computer network, Luby developed a new type of encoding, called LT code. FIG. 1 shows an exemplary schematic view of LT code. As shown in FIG. 1, LT code uses a special probability distribution to determine the degree used by each source symbol of a plurality of source symbols 110 during the encoding. The LT code considers a source file as a combination having a plurality of segments of equal size and takes a number (degree) of segments from the plurality of segments to perform XOR to generate encoded data. The LT encoded symbol 120 repeats the encoding operation until the decoder can recover the source file.

[0005] Another encoding type is called Raptor. The Raptor code is an extension of the LT code. The Raptor code has the characteristic of linear time encoding and decoding. FIG. 2 shows an exemplary schematic view of the Raptor code. As shown in FIG. 2, the encoding process of Raptor code includes two stages. The first stage is to use low complexity encoding technology to perform one-to-one encoding on a plurality of source file segments, i.e., a plurality of source symbols 210. The second stage is to perform the re-coding on the pre-coded symbol 220 by using the LT coding of FIG. 1. Finally, the Raptor coded symbol 230 is transmitted to the decoder.

[0006] In the application of peer to peer (P2P) system, the encoded data will be relayed between the peers. Each peer will re-code the received encoded data and then relayed to other peers. Therefore, with Raptor code, a plurality of multi-layered steps must be taken to decode.

[0007] Network coding is a technique for relaying files in a multi-path network. FIG. 3 shows an exemplary schematic view of the application of network coding technique in a distributed network. In FIG. 3, the receiving-end peers, such as, R1-R4, receive encoded packets from one or more peers, such as, C1-CR, delivered through multi-layered router to the designated destination peer, i.e., some of peers R1-R4, so that the destination peer may recover the source file. The encoded packet will be re-coded every time the packet passes through a single-layered router for transferring. For example, through two-layered of router routing, peer R1 receives the encoded packet from peers C1 and C8 and encoded packet from peers C2 and C6. In other words, the encoded packet will be re-coded every time the packet passes a single-layered router for transferring. This technique uses the random number within the same finite field during encoding and decoding.

[0008] In addition to protect the data transferring, the network coding technique may also utilize the bandwidth of the network efficiently. The data through the multi-path transmission may refer to each other and further decoding the source data via encoded data computation. Among the network encoding techniques, a technique is called random linear network coding (RLNC) technique. The RLNC technique uses a multi-bit finite field computation as a basis of encoding and decoding. The generated complex computation will reduce the data transmission throughput and the decoding rate.

[0009] Another technique is called binary network coding (BNC) technique, using XOR computation as the basis for encoding and decoding. In comparison with the RLNC technique, the BNC technique reduces the amount of computation and has a lower data transmission overhead as well as a more efficient encoding computation. When using the BNC technique, the transmission end must supply to transmit more data whenever there is a data loss during the transmission.

[0010] In the network coding techniques, the encoder divides the source file into N segments, and computes the linear combination N times for all the segments respectively to generate different main encoded data. The decoder may use matrix computation to recover the N main encoded data back to the source file. However, the individual encoded data may have mutual linear dependency, leading to invalid encoded data. Therefore, the decoder must transmit k additional encoded data so that the decoder can find N mutually linear independent encoded data from the received N+k data, and further recover back to the source file.

[0011] If the N main encoded data and k additional encoded data all use the finite field of smaller spaces, such as, Galois Field (GF(2)), the computation of encoding and decoding may be accomplished more efficiently. However, because a smaller space may easily lead to linear dependent encoded data, therefore, a larger k is required to ensure the existence of the N linear independent encoded data, and a higher transmission cost is required. On the other hand, if the N main encoded data and k additional data all use the finite field of a larger space, such as, GF(2^3), the required transmission cost will be reduced because the encoded data is not easy to be dependent. However, the encoding and decoding computation will increase, too.

SUMMARY

[0012] The exemplary embodiments may provide a hybrid codec apparatus and method for data transferring.

[0013] A disclosed exemplary embodiment relates to a hybrid codec apparatus for data transferring. The apparatus comprises an encoder to divide a source file into N segments, generates N main encoded data in a first finite field and encodes the N segments in a second finite field to generate k additional encoded data. Then, the encoder outputs a set of encoding coefficients and the N+k encoded data, where N and k are non-negative integers. The apparatus also includes a
decoder. The decoder combines the encoding coefficients and the N+k encoded data and decodes the N main encoded data in the first finite field. If the N segments cannot be decoded, the additional k encoded data are used to assist the decoding in the second finite field. Thereby, the decoder recovers the source file.

Another disclosed exemplary embodiment relates to a hybrid codec method for data transferring. The method comprises: dividing a source file into N segments, and encoding these N segments with two encoding schemes to generate N encoded data and k additional encoded data, transmitting a set of encoding coefficients and the N+k encoded data to a decoder; the decoder decoding the N encoded data with a corresponding decoding scheme; and when the decoder being unable to decode the N segments, the additional k encoded data being used to assist the decoding with another corresponding decoding scheme. Thereby, a recovered source file is produced via decoding by the decoder, wherein the two encoding schemes use two different finite fields of different space size for data encoding.

The foregoing and other features, aspects, and advantages of the present invention will become better understood from a careful reading of a detailed description provided herein below with appropriate reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an exemplary schematic view of the LT encoding.

FIG. 2 shows an exemplary schematic view of Raptor encoding.

FIG. 3 shows a schematic view of an exemplary application of network coding to distributed network.

FIG. 4 shows an exemplary schematic view of a hybrid codec apparatus for data transferring, consistent with certain disclosed embodiments.

FIG. 5 shows an exemplary schematic view of dividing a source file into a plurality of segments, consistent with certain disclosed embodiments.

FIG. 6 shows an exemplary schematic view of a first working exemplar of encoding processing, consistent with certain disclosed embodiments.

FIG. 7A shows an exemplary schematic view of an augmented matrix in the decoding process of the first working exemplar, consistent with certain disclosed embodiments.

FIG. 7B shows an exemplary schematic view of the simplified augmented matrix of FIG. 7A, consistent with certain disclosed embodiments.

FIG. 8 shows an exemplary schematic view of a second working exemplar of encoding processing, consistent with certain disclosed embodiments.

FIG. 9A shows an exemplary schematic view of an augmented matrix in the decoding process of the second working exemplar, consistent with certain disclosed embodiments.

FIG. 9B shows an exemplary schematic view of the simplified augmented matrix of FIG. 9A, consistent with certain disclosed embodiments.

FIG. 10 shows an exemplary schematic view of using the additional encoded data to simplify the simplified matrix of FIG. 9B, consistent with certain disclosed embodiments.

FIG. 11 shows an exemplary flowchart illustrating a hybrid codec method for data transferring, consistent with certain disclosed embodiments.

FIG. 12 shows an exemplary table of the additional k value and related successful decoding probability under different n values, consistent with certain disclosed embodiments.

DETAILED DESCRIPTION OF THE EXEMPLARY EMBODIMENTS

The disclosed exemplary embodiments perform hybrid encoding and decoding between the transmitting end and the receiving end of the data transmission. In the data transferring mechanism, different finite fields of different space sizes are used to generate encoded data during encoding. If the source file is divided into N segments, the encoder uses the finite field with smaller space to generate N main encoded data and transmits to the decoder, with k additional encoded data attached. The k additional encoded data is encoded in the finite field of larger space. In this manner, the encoder may eliminate the linear dependent data from the N main encoded data through matrix computation more efficiently, and then combine the k additional encoded data to recover the source file.

FIG. 4 shows an exemplary schematic view of the hybrid codec apparatus for data transferring, consistent with certain disclosed embodiments. Referring to FIG. 4, hybrid codec apparatus 400 comprises an encoder 410 and a decoder 420. Encoder 410 further includes a main encoding element 412 and an additional encoding element 414. Decoder 420 further includes a main decoding element 422 and an additional decoding element 424.

First, encoder 410 divides source file 401 into N segments, and encodes the N segments in a first finite field by using main encoding element 412 to generate N main encoded data 412a. Then, additional encoding element 414 encodes the N segments in a second finite field to generate k additional encoded data 414a. Then, encoder 410 outputs a set of encoded coefficients 416 and N+k encoded data 418 to decoder 420, where both N and k are non-negative integers.

Decoder 420 combines the set of encoded coefficients 416 and N+k encoded data 418 first, such as, arranging the set of encoded coefficients into a matrix and merging with the N+k encoded data into an augmented matrix. Then, main decoding element 422 uses a matrix reduction method, such as, Gaussian Elimination, to simplify the augmented matrix to decode N main encoded data 412a in the first finite field. When main decoding element 422 cannot be decoded to obtain the N segments, additional decoding element 424 uses k additional encoded data 414a to assist in decoding the data in the second finite field. Thereby, a recovered source file 402 is produced via decoding by decoder 420.

Accordingly, in the exemplary embodiments, different finite fields of different sizes may be used to generate encoded data during the data transferring mechanism. The set of encoded coefficients 416 includes two parts of coefficients, wherein one part of the coefficients belongs to the first finite field, and the other part of coefficients belongs to the second finite field. In other words, the first finite field and the second finite field may be of different sizes. For example, the first finite field may use a smaller space, such as, GF(2), and the second finite field may be a larger space, such as GF(2^8). In this manner, BNC and RLNC encoding methods may be used in hybrid for encoding process. The transmitting end may use
BNC for encoding first, and then supplements with a plurality of RLNC encoded data. During decoding, the receiving end may use BNC to decode the main encoded data first, and then use RLNC for auxiliary decoding when the BNC decoding method is unable to decode the source file correctly.

[0035] The following uses two working examples to explain the hybrid BNC/RLNC encoding method, where the two working examples uses different encoding coefficient matrix, with N=8 as example. That is, source file 500 is divided into 8 segments, denoted as D1-D8, as shown in FIG. 5.

[0036] In the first working example, the encoding process is described as follows. Source file 500 is divided into 8 segments, encoded in GF(2) space to generate N=8 main encoded data, denoted by E1-E8, and encoded in GF(2^k) to generate k=2 additional encoded data, denoted by E9-E10. Encoded data E1-E8, along with the encoding coefficient matrix, are transmitted to the decoder. The encoding process is indicated as the matrix relation in FIG. 6. In FIG. 6, if the encoding coefficient matrix is divided into coefficient matrix A1 and coefficient matrix A2, D1-D8, are denoted by matrix D, E1-E8, are encoded by matrix E1, and E9-E10, are encoded by matrix E2, these matrix forms the following relation: E1=A1xD and E2=A2xE. In addition, the elements in coefficient matrix A1 belongs to GF(2) space, having value such as 0 or 1, and the elements in coefficient matrix A2 belongs to GF(2^k) space, having value such as any integer of 0-255.

[0037] After the aforementioned coefficient matrix and encoded data E1-E8, are transmitted to the decoder, the decoding process is described as follows. The decoder combines the encoding coefficient matrix and the encoded data into an augmented matrix, as shown in FIG. 7A. Then, the BNC decoding method is used to decode in the GF(2) space by using Gaussian Elimination to simplify the 8x9 augmented matrix. The simplified matrix is as shown in FIG. 7B. In FIG. 7B, the simplified matrix has a rank of 8 in the GF(2) space, i.e., rank=8. In other words, in GF(2) space, the base row computation is used to simplify the augmented matrix made of linear equations to find 8 mutually linear independent encoded data to obtain one set of solution. Therefore, in the first working example, it is not required to use the additional encoded for recovering the segments D1-D8 and reconstituting the original source file.

[0038] In the second working example, the encoding process is similar to the first working example, but with different elements of coefficient matrix A1, as can be seen from coefficient matrix 810 of FIG. 8. Similarly, after the aforementioned coefficient matrix and encoded data E1-E8, are transmitted to the decoder, the decoder combines the encoding coefficient matrix and the encoded data into an augmented matrix, as shown in FIG. 9A. Then, the BNC decoding method is used to decode in the GF(2) space by using Gaussian Elimination to simplify the 8x9 augmented matrix. The simplified matrix is as shown in FIG. 9B. In FIG. 9B, the simplified matrix includes two linear independent encoded data 920. That is, there are no 8 mutually linear independent encoded data in the simplified matrix in GF(2) space. At this point, the two additional encoded data, i.e., E9-E10, in GF(2^k) space are used to assist decoding the data.

[0039] Therefore, for the simplified matrix in FIG. 9B, the two additional encoded data E9-E10, in GF(2^k) space are used to assist in the RLNC method to decode in the GF(2^k) space by Gaussian Elimination to simplify the 10x9 augmented matrix to matrix 1000 and find 8 mutually linear independent encoded data, as shown in FIG. 10. At this point, the rank of the simplified matrix is 8. Hence, in the second working example, when decoding in GF(2) space is unable to obtain the 8 segments, the two additional encoded data in the GF(2^k) space may be used to restore the segments D1-D8, and reconstruct to obtain source file.

[0040] In the second working example, the encoder first uses a finite field of a smaller space to generate N main encoded data and transmits to the decoder, with attached additional encoded data of a finite field of a larger space. In this manner, the encoder may efficiently eliminate dependent items from the N main encoded data and then combines with the k additional encoded data to recover the source file.

[0041] FIG. 11 shows an exemplary flowchart illustrating a hybrid codec method for data transferring, consistent with certain disclosed embodiments. In FIG. 11, source file 401 is divided into N segments and these N segments are encoded with two different encoding methods to generate N main encoded data and k additional encoded data respectively, as shown in step 1110. Then, a set of encoding coefficients and these N+k encoded data are transmitted to a decoder, as shown in step 1200. In step 1300, the decoder decodes the N main encoded data with a corresponding decoding method. When the decoder is unable to decode the N segments in step 1300, the decoder decodes the encoded data with the assistance of the k additional encoded data and using another corresponding decoding method, as shown in step 1140. Thereby, a recovered source file 402 may be produced via decoding by the decoder, where the two encoding methods uses finite fields of difference space sizes to encode the data.

[0042] In step 1110, the two encoding methods encode in a first finite field and a second finite field. These two encoding methods may be, such as, BNC and RLNC, or linear network coding, and so on. In the data transferring mechanism, the hybrid of BNC in a smaller space finite field and RLNC in a larger space finite field may achieve the same result by using a small amount of computation and data transferring. In step 1120, the decoder may use the corresponding BNC decoding method to decode the N main encoded data in the finite field of a smaller space, by eliminating dependent items in the N main encoded data via matrix computation, such as, using Gaussian Elimination to simplify the augmented matrix. In step 1130, when the decoder is unable to decode the N segments, the k additional encoded of finite field of a larger space is used to assist the RLNC corresponding method to decode the data, as in step 1140.

[0043] The disclosed exemplary embodiments may also provide a table of the optimal k values for hybrid BNC/RLNC. Take finite field GF(2^k) as an example. FIG. 12 shows an exemplary table of the additional k value and related successful decoding probability under different n values, consistent with certain disclosed embodiments. In the table of FIG. 12, GF(2^k) is the finite field used to transmit the k additional encoded data in RLNC method.

[0044] For example, when the used finite field is GF(2^2), to achieve the successful decoding probability of 1-10^-5 will need to increase 6 (k=6) additional encoded data. For the aforementioned second working example, if the used finite field is GF(2^2) and two additional encoded data are transmitted (k=2), the successful decoding probability will reach 1-10^-5. As can be seen from FIG. 12, when 3, i.e., when the finite field space is larger than or equal to GF(2^2) space, and the increased encoded data k=2, 3, 4, 5, the successful decoding probability reach 1-10^-3, 1-10^-4, 1-10^-6, 1-10^-8 respec-
tively. To achieve successful decoding probability of 1-10^{-10}, the conditions may be finite field GF(2^8) with 17 additional encoded data, finite field GF(2^8) with 9 additional encoded data, finite field GF(2^8) with 6 additional encoded data, or finite field GF(2^8) with 5 additional encoded data. Hence, by referring to the table shown in FIG. 12, a smaller amount of computation and data transmission may also achieve the same result.

[0045] The k value in the table of FIG. 12 may also be supported by the following equations. Let f(m,n,r,t) be the event probability of an m x n random matrix in GF(2) with rank-r, where both m and n are greater than 1 and r \leq \min(m, n, m). Then, the following equation holds:

\[ f(m, n, r, t) = \begin{cases} \frac{1}{2^{m+1}} \times \frac{1}{2^{n+1}} \times \ldots \times \frac{1}{2^{r+1}}, & \text{if } m = n = r = 1; \\ \frac{1}{2^{m+1}} f(m-1, n, r, t) + \frac{1}{2^{n+1}} f(m, n-1, r, t), & \text{if } m > r \geq 1 \end{cases} \]

[0046] Another relation is described as follows. Let S be an n-r dimensional subspace in GF(2)^n, and A is an m x r random matrix, where m > n. Let g(m,n,r,t) be the event probability of the row space of S and A able to expand. Then, the following equation holds:

\[ g(m, n, r, t) = \begin{cases} 1, & \text{if } r = 0; \\ \frac{1}{2^{m+1}} \times \frac{1}{2^{n-r}} \times \ldots \times \frac{1}{2^{r+1}}, & \text{if } m = n = r = 1; \\ \frac{1}{2^{m+1}} g(m-1, n, r, t) + \frac{1}{2^{n-r}} g(m-1, n-r, t), & \text{if } m > r \geq 1 \end{cases} \]

[0047] In summary, the disclosed exemplary embodiments use a hybrid encoding method from two encoding schemes in data transferring mechanism. The employed hybrid encoding method uses different finite fields of different space sizes to encode data. For data transferring, a finite field of smaller space is used to encode the data and then a finite field of larger space is used to generate and supplement additional encoded data. During decoding, the finite field of smaller space is used to decode the data and then the finite field of larger space is used to assist decoding with additional encoded data when the decoding in the finite field of smaller space is unsuccessful. In this manner, a smaller amount of computation and data transferring may be used to achieve the same result.

[0048] Although the present disclosure has been described with reference to the exemplary embodiments, it will be understood that the invention is not limited to the details described thereof. Various substitutions and modifications have been suggested in the foregoing description, and others will occur to those of ordinary skill in the art. Therefore, all such substitutions and modifications are intended to be embraced within the scope of the invention as defined in the appended claims.
scheme, thereby, a recovered source file being produced via decoding by said decoder;
wherein said two encoding schemes use two different finite fields of different space sizes for data encoding.

11. The method as claimed in claim 10, wherein said two encoding schemes are binary network coding and random linear network coding.

12. The method as claimed in claim 11, wherein said decoder uses a decoding scheme corresponding to said binary network coding to decode said N main encoded data.

13. The method as claimed in claim 12, wherein when said decoder is unable to decode said N segments, said decoder uses a decoding scheme corresponding to said random linear network coding to decode data.

14. The method as claimed in claim 11, wherein said binary network coding uses a finite field of a space smaller than that of a finite field used by said random linear network coding.

15. The method as claimed in claim 14, wherein said finite field used by random linear network coding is a Galois Field GF(2^n), n=2.

16. The method as claimed in claim 15, said method further provides a table of optimal k values for using a hybrid encoding of the binary network coding and the random linear network coding.

17. The method as claimed in claim 16, wherein when n=8, and when k=2, 3, 4, 5, successful decoding probability reaches 1-10^{-2}, 1-10^{-3}, 1-10^{-5}, and 1-10^{-6}, respectively.
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