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Abstract: Queue management, bandwidth share and congestion control are very important to both the robustness and fairness of the Internet. A new TCP-friendly router-based active queue management scheme, called WARD, approximates the fair queueing policy. WARD is a simple packet dropping algorithm with a random mechanism and discriminates against the flows which submit more packets per second than is allowed by their fair share. By doing this, it not only protects transmission control protocol (TCP) connections from user datagram protocol (UDP) flows, but also solves the problem of competing bandwidth among different TCP versions, such as TCP Vegas and TCP Reno. Furthermore, it is stateless and easy to implement, so WARD controls unresponsive or misbehaving flows with a minimum overhead. In this article, we present a deterministic fluid model of TCP/WARD system, and explain the UDP throughput behaviour with WARD. Also, we prove that, provided the number of TCP flows is large, the UDP bandwidth share peaks at $(2e)^{-1} = 0.184$ when UDP input rate is slightly larger than link capacity and drops to zero as UDP input rate tends to infinity.

1 Introduction

Transmission control protocol (TCP) is believed to be largely responsible for preventing congestion collapse while the Internet has undergone dramatic growth in the last decade. By using additive increase/multiplicative decrease (AIMD) strategy, TCP helps a traffic source to determine how much bandwidth is available in the network and adjust its transmission rate accordingly. Indeed, numerous measurements have consistently shown that more than 90% of the traffic on the current Internet is still TCP packets, which, fortunately, are congestion controlled.

However, a lot of TCP implementations do not include the congestion avoidance mechanism either deliberately or by accident [1]. Moreover, different types of applications, especially multimedia and audio/video streaming applications, are being increasingly deployed over the Internet. Such applications utilise the user datagram protocol (UDP) instead, which does not employ end-to-end flow and congestion control. Rather, the sending rate is set by the application and normally no little or even no consideration of network congestion is taken into account during the transmission. As a result, UDP flows aggressively use up more bandwidth than other TCP compatible flows.

Besides, even there is no UDP flow in the network, an unfairness problem may still occur when the connections with different TCP versions such as TCP Vegas [2] and TCP Reno [3] coexist [4, 5] since their slow start, congestion avoidance and fast retransmit mechanisms are different.

For example, TCP Vegas uses the difference between the expected and the actual throughput, while TCP Reno detects the packet loss as an indicator, to estimate the available bandwidth in the network, control the throughput and avoid congestion. TCP Vegas achieves much higher throughput and has a fairer and stabler bandwidth share than TCP Reno does [2]. However, TCP Reno is an aggressive control scheme in which each connection captures more bandwidth until the transmitted packets are lost. Meanwhile, TCP Vegas is a conservative scheme in which each connection obtains a proper bandwidth. Thus, the TCP Reno connections take bandwidth from the TCP Vegas connections when they coexist [6].

Accordingly, it is necessary to have router mechanisms to shield responsive flows from unresponsive or aggressive flows, to effectively detect congestion in the network, to achieve fair share among flows, and to provide a satisfactory quality of service to all users. This has motivated several active queue management schemes, e.g. [1, 7–14], that aim at penalising aggressive flows and ensuring fairness. The scheme, WARD, of [14] is particularly interesting in that it does not require any state information and yet can provide a minimum throughput to TCP flows. In this article, we provide an analytical model of WARD that explains both the throughput behaviour and the feedback equilibrium of TCP/WARD system. Here, we focus on a deterministic fluid model of TCP/WARD system with UDP flows. The discussion of TCP not-friendly will be addressed in the future work. Moreover, some simulation results of different TCP mechanisms can be found in [14].

The rest of this paper is organised as follows. Section 2 describes the WARD algorithm in detail. We present in Section 3 a deterministic fluid model that explicitly models the feedback equilibrium of TCP/WARD system. In Section 4, by analysing the TCP/WARD model, we prove that, provided the number of TCP flows is large, the UDP bandwidth share peaks at $(2e)^{-1} = 0.184$, and drops to zero as UDP input rate tends to infinity. The simulation results are presented in Section 5. Finally, a summary of this work is provided in Section 6.
Suppose that a router maintains a single first in first out (FIFO) buffer for queuing the packets of all the flows that share an outgoing link. We describe an algorithm, WARD, that differentially penalises unresponsive and unfriendly flows. In addition, even though the idea of WARD is similar to CHOose and Keep for responsive flow (CHOKe) [1], the method of WARD is different from CHOKe. The state, taken to be the number of active flows and the flow ID of each parameter packets, is assumed to be unknown to the algorithm. The only observable for the algorithm is the total occupancy of the buffer.

Before describing the WARD’s algorithm, we give a weighted value to every position in the FIFO buffer. First, the index of every position is divided by the FIFO buffer size. Second, the weighted value of every position equals the index of every position divided by the FIFO buffer size. Third, if packets are dropped, the randomly selected packets are kept in the buffer (in the same position as before) and the arriving packet k, which is different from the flow ID of the packet k, will be both dropped. Third, if packets i and j have the same flow ID, which is different from the flow ID of the packet k, both packets i and j will be dropped too.

There are two reasons for choosing two packets randomly from the FIFO buffer. (1) The FIFO buffer is more likely to have packets belonging to a misbehaving flow and hence these packets are more likely to be chosen for comparison. (2) If we randomly choose more than two packets from the buffer, the comparison of those packets will be complicate. In addition, although the dropping rate of the unresponsive flows for choosing more packets is higher (just little) than that for choosing two packets, the responsive flows’ performance and total throughput decrease according to simulation results.

In short, there are two major differences between WARD and CHOKe. One is that WARD is embedded in drop tail and CHOKe is embedded in random early detection (RED) [7]. Therefore the behaviour of two schemes to deal with an incoming packet is not the same. The other is that in order to protect congestion-sensitive flows from congestion-insensitive or congestion-causing flows effectively, WARD selects more packets queued in the buffer to compare with an incoming packet than CHOKe does.

In the following sections, we now present a deterministic fluid model of TCP/WARD system, explain the UDP throughput behaviour with WARD, and demonstrate that the proposed scheme improves the fairness of bandwidth allocation based on the numerical results.

3 Model

We focus on the single bottleneck FIFO buffer where packets are queued and drained at a rate of c packets per second. The buffer is shared by N identical TCP flows and a single UDP flow. All TCP flows have a common round trip propagation delay of d seconds. Similar to the work in [15], we assume the system is stable and model its equilibrium behaviour.

3.1 Notations

Quantities (rate, backlog, dropping probability etc.) associated with the UDP flow are indexed by 0. Those associated with TCP flows are indexed by $i = 1, \ldots, N$. These are equilibrium quantities which we assume exist. We collect here the definitions of all the variables and some of their obvious properties.

- $B$ Physical buffer size of a router.
- $b_i$ Packet backlog from flow $i$, $i = 0, 1, \ldots, N$.
- $b$ Total backlog: $b = \sum_{i=0}^{N} b_i$.
- $P_i$ The position that an incoming packet of flow $i$, $i = 0, 1, \ldots, N$, is queued into. Moreover, $P_i = b_i + 1$.
- $W_i$ The probability that an incoming packet of flow $i$, $i = 0, 1, \ldots, N$, is compared with all packets which are randomly selected from the FIFO buffer by WARD

$$W_i = \frac{10^p}{B}$$

Moreover, if $P_i > B$ (buffer overflow), $W_i = 1$.

- $h_i$ The probability that three packets of flow $i$ (including an incoming packet), $i = 0, 1, \ldots, N$, are dropped by WARD

$$h_i = \frac{b_i(b_i - 1)}{b(b - 1)} W_i$$
The probability that two packets of flow $i$ (including an incoming packet), $i = 0, 1, \ldots, N$, are dropped by WARD is
\[
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\]
the buffer is \( b_0 + Nb_1 = b \). Then Little’s Theorem implies
\[
\tau = \frac{b_0 + Nb_1}{x_0(1 - p_0) + Nx_1(1 - p_1)} \leq \frac{b}{(N + 1)x_0(1 - p_0)}
\]
\[
\geq \frac{b}{(N + 1)x_0} \quad (\because 1 - p_0 \leq 1)
\]  
(6)

\[
x_0h_0^0 = x_0(1 - p_0) + Nx_1(1 - p_1) \leq 2x_0(1 - p_0)
\]
\[
\leq \frac{x_0h_0^0}{2x_0} = \frac{1}{2} \quad (\text{assuming } h_0^0 \approx h_0b_0S_0)
\]  
(7)

These are the key equations for throughput analysis.

4.1.2 Second approximation: The second approximation is that the total backlog \( b \) is large enough so that
\[
1 - \frac{1}{b} \to 1, \quad \left(1 - \frac{1}{b}\right) b \approx e^{-1}
\]  
(8)

and
\[
1 + \frac{2}{b} - \frac{b_0}{b(b - 1)} = \frac{b^2 + b - 2b_0}{b^2 - b} \to 1
\]

Using (6) and (8) to rewrite \( S_0 \), which is from (2), as
\[
S_0 = \left(1 - \frac{1}{b}\right)^{x_0} \left(1 + \frac{2}{b} - \frac{b_0}{b(b - 1)}\right)^{x_0}
\]
\[
\leq \left(1 - \frac{1}{b}\right)^{x_0} \left(1 + \frac{2}{b} - \frac{b_0}{b(b - 1)}\right)^{x_0}
\]
\[
\leq \left(1 - \frac{1}{b}\right)^{(N + 1)x_0} \leq \left(1 - \frac{1}{b}\right)^{e^{-1}}
\]  
(9)

4.2 Maximum and asymptotic throughput

Recall that \( \mu = x_0(1 - p_0)/c \) denotes the UDP throughput share, and let \( \mu_0^* = \max \mu_0 \) denote the maximum achievable UDP share. We now estimate \( \mu_0^* \) and prove that \( \mu_0 \) approaches 0 asymptotically as \( x_0 \to \infty \).

Theorem 1: The maximum UDP bandwidth share is
\[ \mu_0^* = (2e)^{-1} = 0.184. \]

Proof: The UDP bandwidth share is
\[
\mu_0 = \frac{x_0(1 - p_0)}{c} = \frac{x_0h_0^0}{c} \quad \text{(from (2))}
\]
\[
\leq \frac{x_0h_0^0}{c} e^{-1} \quad \text{(from (9))}
\]
\[
\leq \frac{1}{2} e^{-1} \quad \text{(from (7))}
\]
\[
= \frac{1}{2e} =: \mu_0^* \quad \text{(10)}
\]

The solution is accurately validated with ns2 simulations; see Section 5.2.

The next result says that, as UDP rate \( x_0 \) grows without bound, its bandwidth share \( \mu_0 \) drops to zero.

Theorem 2: As \( x_0 \to \infty \), \( \mu_0 \to 0 \).

Proof: \( b_0 = \mu_0b = x_0(1 - p_0)b/c \) and \( b_0 = b - Nb_1 \), so we could obtain \( 1 - p_0 = \frac{c(b - Nb_1)(x_0b)}{x_0} \). Since \( b, c, Nb_1 \) are constants, we will obtain \( 1 - p_0 = \frac{c(b - Nb_1)}{x_0b} \to 0 \) as \( x_0 \to \infty \). Therefore we will have \( p_0 \to 1 \). This means that, the UDP packets are almost dropped by WARD before they get through. Hence, \( (b - Nb_1) \to 0 \). Now, due to \( (b - Nb_1) \to 0 \), we have \( \mu_0 = x_0(1 - p_0)/c = (b - Nb_1)/b \to 0 \).

5 Simulation results

This section presents simulation results of WARD’s performance in penalising misbehaving flows and thus approximating fair bandwidth allocation. We use the RED, CHOKe and Drop Tail schemes for comparison. The mechanisms that require full perflow state information are not included here because of the practical limitations of scalability, especially in high-speed routers that usually handle thousands of flows. The simulations range over a spectrum of network configurations and traffic mixes. Since the space is limited, only some simulations validating the analysis solution are shown in this section. Other simulation results and details, such as TCP sources with different versions and TCP sources with different round-trip times, can be found in [14].

5.1 Simulation setup

We use the network simulator ns2 [17] and the dumbbell topology shown in Fig. 2 to assess the performance of WARD, which will be compared with Drop Tail, RED, and CHOKe. The congested link in this network is between the routers R1 and R2. The link, with capacity of 1 Mbps, is shared by m TCP (with one version) and n UDP flows. An end host is connected to the routers using a 10 Mbps link, which is ten times the bottleneck link bandwidth. All links have a small propagation delay of 1 ms, so that the delay experienced by a packet is mainly caused by the buffer delay rather than the transmission delay [1]. The maximum window size of TCP is set to 500 segment such that it does not become a limiting factor of a flow’s throughput. The TCP flows are derived from FTP sessions which transmit large sized files. The UDP hosts send packets at a constant bit rate (CBR) of \( \gamma \) Kbps, where \( \gamma \) is variable. The size of all packets are set to 1 KB.

5.2 Single unresponsive flow

To study how much bandwidth a single nonadaptive UDP source can obtain when the routers use different queue

Fig. 2 Simulation topology
management schemes, we set up the simulation with 32 TCP sources (Flow1 to Flow32) and 1 UDP source (Flow33) in the network. The UDP source sends packets at a rate of 2 Mbps, twice the bandwidth of the bottleneck link, such that the link R1–R2 becomes congested.

To observe how WARD achieves fair bandwidth allocation, the individual throughput of each of the 33 connections with buffer size 132 (4 packets per flow), along with the numerical solution of TCP/WARD model, which is described in Section 3.2, are plotted in Fig. 3. In addition, the ideal fair share throughput is 30.3 Kbps. Although the throughput of the UDP flow (Flow33) is still higher than the rest of the TCP flows, it can be seen that each TCP is allocated a bandwidth relatively close to its fair share. Furthermore, the dropping probability of UDP flow is about 96%. Since a packet may be dropped because of a match or buffer overflow in WARD. A misbehaving flow, which has a high arrival rate and a high buffer occupancy, incurs packet dropping mostly due to matches. On the other hand, the packets of a responsive flow are unlikely to be matched, so they will be dropped mainly because of buffer overflow.

The throughput of the UDP flow under different queue management algorithms: Drop Tail, RED, CHOKe and WARD, is plotted in Fig. 4. The minimum threshold in the RED and CHOKe is set to 100, allowing on average around 3 packets per flow in the buffer before a router starts dropping packets. Following [7], we set the maximum threshold to be twice the minimum threshold. In addition, with no partiality, the physical buffer size of each queue management is fixed at 300 packets. From Fig. 4, we could clearly see that the Drop Tail and RED gateways do not discriminate against unresponsive flows.

The UDP flow takes away more than 85% of the bottleneck link capacity and the TCP connections only obtain the remaining 150 Kbps. Although CHOKe improves the throughput of the TCP flows dramatically by limiting the UDP throughput to 250 Kbps, the UDP throughput is still much higher than each of TCP throughput. WARD boosts the total TCP flows’ throughput from 150 Kbps (in Drop Tail gateway) to at least 850 Kbps and limits UDP throughput to at most 150 Kbps, which is only around 15% of the link capacity.

With the fixed buffer size (200), we vary the UDP arrival rate \(g\) to investigate WARD’s performance under different traffic load conditions. The simulation results are summarised in Figs. 5 and 6, where the UDP’s and average TCP’s throughput versus the UDP flow arrival rate are plotted. The drop percentage of the UDP flow is also shown in Fig. 5. From Fig. 5, when \(x_0 = 600\) Kbps, we could see that the maximum UDP bandwidth share is 0.1845 (=184.5 Kbps/1 Mbps), which closes to the numerical value \((2e)^{-2}c\) of (11). Moreover, from computing \(x_0(1-p_0) = (2e)^{-2}c\) with \(x_0 = 600\) Kbps and \(c = 1\) Mbps, we could obtain \(p_0 \approx 69\%\). This value is near to the simulation result with same parameters in the Fig. 5. From the plots, we can observe some characteristics of WARD comparing with CHOKe. (1) When UDP arrival rate is lower than fair share bandwidth, WARD protects the throughput of UDP flow as best it can. For example, there is no packets dropped from UDP flow while its arrival rate is 10 Kbps. As the UDP arrival rate increases, the drop percentage goes up as well. For instance, WARD drops 21.9% of the UDP packets when its rate achieves 100 Kbps. Moreover, WARD drops almost all packets (99.7%) while the arrival rate reaches 10 Mbps since the probability of obtaining a matched UDP packet increases with the increasing arrival rate of UDP flow. In other words, the packets of UDP flow have higher probability to
be matched. (2) The average throughput of TCP flows with WARD algorithm is higher than that with CHOKe since the drop percentage of UDP flow by using WARD is bigger than CHOKe when its rate is higher than the fair share bandwidth. In addition, we do not compare WARD with Drop Tail and RED here because the comparisons of CHOKe, RED and Drop Tail is already shown in [1].

Now, UDP source uses variable bit rate with Pareto model and shape being 1.5 to generate the packets. In addition, UDP source is an ON–OFF source. During ON periods, UDP sends data at 2 Mbps. The average throughput of UDP flow is from 0 Kbps to 1 Mbps, which is the link capacity. The simulation results are shown in Table 1, where the traffic load is defined as the average throughput of UDP flow divided by 1 Mbps, TCPavg is average TCP throughput (Kbps), UDPthr is UDP throughput (Kbps), and P drop is drop percentage of the UDP flow, respectively. No matter what traffic load is, WARD protects TCP flows well as the best it can.

With the UDP sending packets at CBR of 2 Mbps, we vary the buffer size from 66 (2 times 33 flows) to 330 (10 times 33 flows) to study WARD’s performance. The details of different conditions are shown in Table 2, where TCPavg is average TCP throughput (Kbps), UDPthr is UDP throughput (Kbps), and P drop is drop percentage of the UDP flow, respectively. Although the average TCP flow’s throughput is still close to the fair share throughput, however, the UDP throughput increases a lot relatively. The reason is that, when the buffer size becomes larger, more UDP packets will be queued in the buffer even the dropping probability of UDP packets increases.

5.3 Multiple unresponsive flows

We follow the traffic model mentioned above (i.e., Fig. 2). Recall that the first model includes 32 TCP flows (Flow1 to Flow32) and 1 UDP flow (Flow33), we do not change any variables here except the number of sources with TCP or UDP flows. The second traffic model includes 31 TCP flows (Flow1 to Flow31) and 2 UDP flows (one (Flow32) sending rate is 2 Mbps and the other (Flow33) is 1 Mbps), and there are 29 TCP flows (Flow1 to Flow29) and 4 UDP flows (Flow30 to Flow33) in the third traffic model. The rates of the UDP flows are 2 Mbps, 1 Mbps, 100 Kbps and 30 Kbps, which is smaller than the ideal fair share throughput, respectively. The results of these two traffic models are shown in Table 3, where Thr is throughput (Kbps) of a flow, SR is sending rate (Kbps) of a UDP flow, and P drop is dropping probability, respectively. Although the average TCP flow’s throughput is still close to the fair share throughput, however, the UDP throughput increases a lot relatively. The reason is that, when the buffer size becomes larger, more UDP packets will be queued in the buffer even the dropping probability of UDP packets increases.

5.4 Web-mixed experiments

Fig. 7 shows the dropping rate of web packets of Drop Tail, RED, CHOKe and WARD for the web-mixed experiments with different web traffic load and FTP flows. In addition, the dropping rate of web packets is counted from the number of dropping web packets divided by the number of dropping packets. From this figure, we could see that when the web traffic load is lower than 93%, WARD drops less web packets than other three mechanisms do. In other words, short-lived TCP connections may have better protections from long-lived TCP connections.
flows with WARD while the web traffic load is lower than 93%. On the other hand, when the web traffic load is higher than 93%, only the performance of Drop Tail is better than that of WARD. Maybe this is because the probability of choosing packets from the same web source is growing. In order to further improve the performance of WARD with high web traffic load, the scheme will need to be fine-tuned in the future.

6 Conclusions

In this article, we introduce a packet dropping scheme, called WARD. It aims to approximate fair queueing at a minimal implementation cost. We also develop the feedback equilibrium of TCP/WARD model. We prove that as UDP input rate increases, its bandwidth peaks at $(2e)^{-1} = 0.184$ when UDP input rate is slightly larger than link capacity, and drops to zero as UDP input rate tends to infinity. Simulations demonstrate that it works well in protecting congestion-sensitive flows from congestion-insensitive or congestion-causing flows. Our model applies only to the equilibrium behaviour of TCP/WARD which presumes an asymptotically stable system. It is restricted to the simple case of homogeneous TCP flows, a single UDP flow, a single drop candidate, at a single bottleneck link. It would be interesting to extend the analysis to a more general setting. Therefore further work involves studying the performance and spatial characteristics analysis of this algorithm under a wider range of parameters, network topologies and real traffic traces, obtaining more accurate theoretical models and insights, and considering hardware implementation issues. Also, more analysis and simulation of WARD with short-lived TCP flows such as Web traffic will be discussed in our future work.
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