A Chinese speech recognition system and method is disclosed. Firstly, a speech signal is received and recognized to output a word lattice. Next, the word lattice is received, and word arcs of the word lattice are rescourced and reranked with a prosodic break model, a prosodic state model, a syllable prosodic-acoustic model, a syllable-juncture prosodic-acoustic model and a factored language model, so as to output a language tag, a prosodic tag and a phonetic segmentation tag, which correspond to the speech signal. The present invention performs rescoring in a two-stage way to promote the recognition rate of basic speech information and labels the language tag, prosodic tag and phonetic segmentation tag to provide the prosodic structure and language information for the rear-stage voice conversion and voice synthesis.
Fig. 1 (prior art)
Fig. 2
Fig. 3
Initially labeling of break indices processor

Initialization of 12 prosodic models processor

Update sequentially the APs of tones, coarticulation, base-syllable/final type processor

Re-label the prosodic state sequence of each utterance processor

Update the APs of prosodic state processor

Re-label the break type processor

Update the decision trees of break-syntax model and the syllable-juncture prosodic-acoustic model processor

Convergence decision device


no

yes

generate the prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable-juncture prosodic-acoustic model

Fig. 4
SYL: syllable  
PW: prosodic word  
PPh: prosodic phrase  
BG/PG: prosodic phrase group  
B4: fourth-type prosodic break tag or breath group

B1/B0: first-type prosodic break tag  
B2: second-type prosodic break tag  
B3: third-type prosodic break tag

**Fig. 5**
Fig. 6
Fig. 7(a)
CHINESE SPEECH RECOGNITION SYSTEM AND METHOD

BACKGROUND OF THE INVENTION

[0001] 1. Field of the Invention
[0002] The present invention relates to a speech recognition technology, particularly to a Chinese speech recognition system and method.
[0003] 2. Description of the Related Art
[0004] The prosody-aided speech recognition technology has been an important subject in recent years. Prosody is the suprasegmental features of continuous voices, including accents, tones, pauses, intonations, rhythms, etc. Prosody is physically expressed by the track of pitches, intensities of energy, durations of voices, and pauses of speech. Prosody closely correlates with various levels of linguistic parameters, including phone, syllable, word, phrase, sentence, and even linguistic parameters of higher levels. Therefore, prosody is useful for promoting speech recognition accuracy.

[0005] Refer to FIG. 1 a block diagram schematically showing a prosodic model generator concludeed from the prior arts of prosody-aided speech recognition technologies. The prosodic model generator includes a prosodic model trainer 10, a parameter extractor 12 and an artificially-labeled prosodic corpus 14. The artificially-labeled prosodic corpus 14 receives speech data, and specialists label the prosodies thereof. From the artificially-labeled prosodic corpus 14, the parameter extractor 12 extracts spectral parameters, linguistic parameters of various levels, and prosodic-acoustic parameters. According to the parameters output by the parameter extractor 12, and the prosodic clues and events found in the artificially-labeled prosodic corpus 14 (such as the pitch accents and the boundaries of intonational phases), the prosodic model trainer 10 establishes a prosody-dependent acoustic model, a prosody-dependent linguistic model, and a prosodic model to describe the relationships between the prosodic clues of different-level linguistic parameters and the prosodic-acoustic parameters thereof.

[0006] The abovementioned prior arts can only utilize few obvious prosodic clues because they lack a large-scale corpus having abundant reliable and diversified prosodic tags. Therefore, the conventional technologies can only improve the efficiency of speech recognition to a very limited extent.

[0007] Accordingly, the present invention proposes a Chinese speech recognition system and method to overcome the abovementioned problems.

SUMMARY OF THE INVENTION

[0008] The primary objective of the present invention is to provide a Chinese speech recognition system and method, wherein a prosodic state model, a prosodic break model, a syllable prosodic model, and a syllable juncture model are used to improve the problems of word recognition errors and tone recognition errors and promote the recognition rates of words, characters, base-syllables of Chinese speech, and wherein part of speech (POS), punctuation marks (PM), prosodic breaks, and prosodic states of Chinese speech files are tagged to provide prosodic structures and linguistic information for the rear-stage voice conversion and voice synthesis.

[0009] To achieve the abovementioned objective, the present invention proposes a Chinese speech recognition system, which comprises a language model storage device storing a factored language model; a hierarchical prosodic model comprising a prosodic break (sub-)model, a prosodic state (sub-)model, a syllable prosodic-acoustic (sub-)model and a syllable juncture prosodic-acoustic (sub-)model; a speech recognition device; and a rescorer. The speech recognition device receives a speech signal, recognizes the speech signal and outputs a word lattice. The language model storage device, the hierarchical prosodic model generator and the speech recognition device are connected with the rescorer. The rescorer receives the word lattice, uses the prosodic break model, prosodic state model, syllable prosodic-acoustic model, syllable juncture prosodic-acoustic model and factored language model to rescore and rerank word arcs of the word lattice, and outputs a language tag, a prosodic tag and a phonetic segmentation tag.

[0010] The present invention also proposes a Chinese speech recognition method, which comprises steps: receiving a speech signal, recognizing the speech signal and outputting a word lattice; and receiving the word lattice, rescoring word arcs of the word lattice according to a prosodic break model, a prosodic state model, a syllable prosodic-acoustic model, a syllable juncture prosodic-acoustic model and a factored language model, reranking the word arcs, and outputting a language tag, a prosodic tag and a phonetic segmentation tag.

[0011] Below, the embodiments are described in detail in cooperation with the drawings to make easily understood the technical contents and accomplishments of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 1 is a block diagram schematically showing a conventional prosodic model generation process;
[0013] FIG. 2 is a block diagram schematically showing a Chinese speech recognition system according to one embodiment of the present invention;
[0014] FIG. 3 is a block diagram schematically showing a hierarchical prosodic model according to one embodiment of the present invention;
[0015] FIG. 4 is a flowchart of a sequential optimization algorithm according to one embodiment of the present invention;
[0016] FIG. 5 is a diagram schematically showing prosodic components and prosodic break tags according to one embodiment of the present invention;
[0017] FIG. 6 is a diagram schematically showing the relationships of a prosodic break model, a prosodic state model, a syllable prosodic-acoustic model, a syllable juncture prosodic-acoustic model, and language parameters according to one embodiment of the present invention; and
[0018] FIG. 7(a) and FIG. 7(b) are diagrams schematically showing an example of the waveform of speech signal and the corresponding tags according to one embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

[0019] In one embodiment, Equation (1) is decided to obtain an optimal language tag $\Lambda = \{W, POS, PM\}$, an optimal prosodic tag $\Lambda_p = \{B, P\}$ and an optimal phonetic segmentation tag $\Gamma^p$.

$$\Lambda, \Lambda_p, \Gamma^p = \arg\max_{\Lambda, \Lambda_p, \Gamma^p} P(W, \text{POS}, PM, B, P, \Gamma^p | X, \lambda)$$  \hspace{1cm} (1)
\[ \text{arg}_\Lambda \max_{\rho} \{ P(Y, \Lambda_{\rho}) | P(W) \} \] 

\[ P(Y, \Lambda_{\rho}) = \prod_{i=1}^{n} P(y_i | \lambda_{\rho}) \] 

[0020] wherein \( P(B)\lambda_{\rho} \), \( P(B) \), \( P(Y, \lambda_{\rho}) \) are respectively a prosodic break model, a prosodic state model, a syllable prosodic-acoustic model, and a syllable juncture prosodic-acoustic model, and wherein \( W = \{ w_{1}^{M}, \ldots, w_{M}^{T} \} \) is a word sequence, \( \text{POS} = \{ \text{POS}_{1}^{M}, \ldots, \text{POS}_{M}^{T} \} \) a part of speech (POS) sequence associated with \( W \), and \( \text{PM} = \{ \text{PM}_{1}^{M}, \ldots, \text{PM}_{M}^{T} \} \) a punctuation marks (PM) sequence, and wherein \( M \) is the quantity of all the words of the speech signal, and wherein \( B = \{ B_{1}, \ldots, B_{L} \} \) is a prosodic break sequence, and \( \text{P} = \{ p, q, r \} \) with \( p = \{ p_{1}^{N}, \ldots, p_{N}^{N} \} \), \( q = \{ q_{1}^{N}, \ldots, q_{N}^{N} \} \), and \( r = \{ r_{1}^{N}, \ldots, r_{N}^{N} \} \) representing prosodic state sequence for syllable pitch level, duration, and energy level, respectively; \( N \) is the quantity of all the syllables of the speech signal, and wherein \( X = \{ X, Y, Z \} \) is a prosodic acoustic parameter sequence, and wherein \( X \) is a syllable prosodic-acoustic parameter, \( Y \) a syllable juncture prosodic-acoustic parameter, and \( Z \) a syllable juncture difference parameter.

[0021] Refer to FIG. 2. The Chinese speech recognition system of the present invention comprises a language model storage device 16, a hierarchical prosodic model 18, a speech recognition device 20 and a rescoring device 22. The language model storage device 16 contains a plurality of language models. The language model includes a factored language model, which simulates \( W \), \( \text{POS} \) and \( \text{PM} \) to provide different levels of language parameters for predicting prosodic models. The hierarchical prosodic model 18 comprises a plurality of prosodic sub-models, including the abovementioned prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable juncture prosodic-acoustic model, which can improve the problems of word recognition errors and tone recognition errors. The speech recognition device 20 receives a speech signal. The speech recognition device 20 contains an acoustic model and a bigram language model, uses the acoustic model and bigram language model to recognize the speech signal, and outputs a word lattice. The language model storage device 16, hierarchical prosodic model generator 18 and speech recognition device 20 are connected with the rescoring device 22. The rescoring device 22 receives the word lattice, uses the acoustic model, prosodic break model, prosodic state model, syllable prosodic-acoustic model, syllable juncture prosodic-acoustic model, factored language model and Equation (2) to rescure and rerank word areas of the word lattice, and outputs the language tag \( \Lambda_{\rho} \), prosodic tag \( \Lambda_{\rho} \), and phonetic segmentation tag \( \gamma \), corresponding to the speech signal. Thereby, we not only promoted the recognition rates of words, characters and base-syllables of Chinese speech but also tagged the POS, PM, prosodic breaks and prosodic states, which can provide the prosodic structure and language information for the re-stage voice conversion and voice synthesis.

\[
\text{LIS} (\Lambda_{\rho}) = \sum_{t=1}^{k} a_{t} \log p_{t}^{i}
\]  

[0022] wherein \( S = \{ s_{1}, \ldots, s_{d} \} \) is a 16-dimensional vector formed by these sixteen probabilities, and wherein \( \Lambda_{\rho} = \{ \rho_{1}, \ldots, \rho_{d} \} \) is a weighting vector determined by a discriminative model combination algorithm.

[0023] Refer to FIG. 3 and FIG. 4. The hierarchical prosodic model 18 further comprises a prosody unlabeled database 24, a parameter extractor 26, a Chinese prosody-hierarchy structure provider 28, and a joint prosody labeling and modeling processor 32 that includes a step S10 of initially labeling of break indices processor, a step S11 of initialization of 12 prosodic models, a step S14 of sequentially updating the affecting factors (APs) of tone, coarticulation, base-syllable/final type processor, a step S16 of re-labeling the prosodic state sequence of each utterance processor, a step S18 of updating the APs of prosodic state processor, a step S20 of re-labeling the type processor, and a step S24 of the convergence decision device. The prosody unlabeled database 24 is connected with the parameter extractor 26. According to a speech file and the text thereof stored in the prosody unlabeled database 24, the parameter extractor 26 extracts and outputs a plurality of low-level language parameters, a plurality of high-level language parameters, and a plurality of prosodic-acoustic parameters respectively related to the pitch contour, the syllable duration, and the energy contour of a speech signal. The low-level language parameters include tones, base-syllables and final type of syllable. The high-level language parameters include \( W \), \( \text{POS} \), and \( \text{PM} \). The Chinese prosody-hierarchy structure provider 28 provides a plurality of prosodic components and a plurality of prosodic break tags. Each prosodic break tag is used to identify one prosodic component. In one embodiment, there are four types of prosodic break tags, including a first-type prosodic break tag B0/B1, a second-type prosodic break tag B2, a third-type prosodic break tag B3 and a fourth-type prosodic break tag B4, as shown in FIG. 5. The prosodic components include syllable SYL, prosodic word PW, prosodic phrase PP, and breath bunch BG/ prosodic phrase group PG. The parameter extractor 26 and the Chinese prosody-hierarchy structure provider 28 are connected with the joint prosody labeling and modeling processor 32. From the parameter extractor 26 and Chinese prosody-hierarchy structure provider 28, the joint prosody labeling and modeling processor 32 acquires low-level language parameters, high-level language parameters, and prosodic-acoustic parameters to label a prosodic state sequence P and a prosodic break sequence B and to train the prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable juncture prosodic-acoustic model based on a maximum likelihood criterion. In the following, the sequential optimization algorithm is described in more detail.

[0024] S10: Initially labeling of break indices processor. The decision tree is used for initial break type labeling.


[0026] S14: Update sequentially the affecting factors (APs) of tones, coarticulation, base-syllable/final type processor with all other APs being fixed.

[0027] S16: Re-label the prosodic state sequence of each utterance processor.

[0028] S18: Update the APs of prosodic state processor with all other APs being fixed.

[0029] S20: Re-label the type processor.

[0031] S24: The convergence decision device, repeats the closure of S14-S22 until a convergence is reached. As shown in Step S26, when the convergence is reached, the prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable juncture prosodic-acoustic model are generated.

[0032] The joint prosody labeling and modeling processor 32 automatically labels the prosodic state sequence p and prosodic break sequence b on the speech signal. It is time- and cost-efficient for the present invention to use the large-scale prosodic-tag-free prosody unlabeled database 24 to undertake prosodic tagging and establish prosodic models.

[0033] Below are introduced the abovementioned models. The factored language model is expressed by Equation (3):

\[
P(W, Pm, POS) = \prod_{i=1}^{M} \left( P(w_i) \cdot P(pos_i) \cdot P(pm_{i-1}) \cdot P(pm_i) \right)
\]

[0034] wherein \(w_i\) is the ith word, \(pos_i\) the ith POS tag, and \(pm_i\) the ith PM tag.

[0035] The prosodic break model is expressed by Equation (4):

\[
P(b_i | \alpha_n) = \prod_{i=1}^{N} P(b_i | \alpha_{n-1})
\]

[0036] wherein \(\alpha_n\) is the contextual linguistic parameter surrounding syllable n.

[0037] The prosodic state model is expressed by Equation (5):

\[
P(p_i | b_{i-1}, b_i) = \prod_{i=1}^{N} P(p_i | b_{i-1}, b_i, r_i)
\]

[0038] wherein \(p_i, q_i\), and \(r_i\) are respectively the prosodic states of pitch level, duration and energy level of the nth syllable.

[0039] The syllable prosodic-acoustic model is expressed by Equation (6-1):

\[
P(x_i | y_i, \alpha_n, \alpha_{n-1}) = \prod_{i=1}^{N} P(x_i | y_i, b_{i-1}, b_i, r_i)
\]

[0040] wherein \(s_p_{7n}, s_d_{7n}, s_e_{7n}, s_r_{7n}, f_i\) are respectively the syllable pitch contour, syllable duration, syllable energy tone, base-syllable type and final type of the nth syllable, and wherein \(P(s_p_{7n} | p_{7n}, b_{i-1}, b_i, r_i, s_{7n})\), \(P(s_d_{7n} | q_{7n}, s_{7n}, r_{7n})\) and \(P(s_e_{7n} | f_i, r_{7n}, t_{7n})\) are respectively the sub-models of the syllable pitch contour, syllable duration and syllable energy of the nth syllable, and wherein \(b_{7n} = (b_{7n-1}, b_{7n})\), and wherein \(t_{7n} = (t_{7n-1}, f_i, t_{7n+1})\). Each of the three sub-models takes into consideration several affecting factors, and the affecting factors are integrated in an additive way. For example, the sub-model of the pitch contour of the nth syllable is expressed by Equation (6-2):

\[
s_p_{7n} = \sum \beta_p_{7n} s_p_{7n} + \sum \gamma_p_{7n} s_d_{7n} + \sum \mu_p_{7n} s_e_{7n} + \sum \nu_p_{7n} f_i + \sum \omega_p_{7n} t_{7n}
\]

[0041] wherein \(s_p_{7n}\) is a 4-dimensional vector of orthogonal coefficients of the pitch contour observed in the nth syllable, and wherein \(\beta_p_{7n}\) is the normalized \(\beta_p_{7n}\) and \(\beta_p_{7n}\) are respectively the affecting factors (AP) of the tone and the prosodic state, and wherein \(\beta_{7n} = \gamma_p_{7n} / \gamma_{7n} + \beta_p_{7n} / \beta_{7n}\) are respectively the forward and backward APs of the juncture, and wherein \(\gamma_{7n}\) is the average pitch of the vector. Suppose that \(s_p_{7n}\) is zero-average and a normal distributed. Thus, Equation (6-3) is obtained:

\[
P(s_p_{7n}, \beta_p_{7n}, \gamma_p_{7n}, \mu_p_{7n}, \nu_p_{7n}, \omega_p_{7n}) = N(s_p_{7n}, \beta_p_{7n}, \gamma_p_{7n}, \mu_p_{7n}, \nu_p_{7n}, \omega_p_{7n})
\]

[0042] The sub-model of the syllable duration \(P(s_d_{7n} | q_{7n}, s_{7n}, r_{7n})\) and the sub-model of the syllable energy level \(P(s_e_{7n} | r_{7n}, f_i, t_{7n})\) are also realized in the similar way by

\[
P(s_d_{7n} | q_{7n}, s_{7n}, r_{7n}) = N(s_d_{7n}, \gamma_p_{7n}, \mu_p_{7n}, \nu_p_{7n}, \omega_p_{7n})
\]

[0043] where \(\gamma_p\) and \(\gamma_e\) represent APs for syllable duration and syllable energy level; \(\gamma_{dp}\) and \(\gamma_{de}\) are their global means; \(\gamma_{dp}^2\) and \(\gamma_{de}^2\) are variances of modeling residues.

[0044] The syllable juncture prosodic-acoustic model is expressed by Equation (7-1):

\[
P(Y_{r1}, Y_{r2}, \alpha_{n+1}) = P(d_{7n}, e_{7n}, t_{7n})
\]

[0045] wherein \(p_{7n}\) and \(e_{7n}\) are respectively the pause duration of the juncture following syllable n and the energy-dip level of juncture n;

\[
P_{7n} = (\gamma_{dp}^2 - \gamma_{dp}^2 - \gamma_{de}^2 - \gamma_{de}^2)
\]

[0046] is the normalized pitch-level jump across juncture n; \(s_p_{7n}(1)\) is the first dimension of syllable pitch contour \(s_p_{7n}\); \(\beta_{7n}(1)\) is the first dimension of the tone AP;

\[
d_{7n} = (\gamma_{dp}^2 - \gamma_{dp}^2 - \gamma_{de}^2 - \gamma_{de}^2)
\]

[0047] are two normalized duration lengthening factors before and across juncture n.

[0048] In the present invention, \(p_{7n}\) is simulated with a gamma distribution, and the other four models are simulated with normal distributions. For prosodic breaks, the space of \(\alpha_{n+1}\) is too great. Therefore, \(\alpha_{n+1}\) is divided into several types, and the parameters in the gamma distribution and the normal distribution are estimated at the same time.

[0049] However, the present invention does not restrict that the prosodic modes must adopt the methods and distribution modes mentioned in the abovementioned embodiments. The
method and distribution mode used by the abovementioned four prosodic models can be modified according to practical applications.

[0050] Below is described the two-stage operating process of the present invention. Refer to FIG. 2 again. Firstly, the speech recognition device 20 receives a speech signal and uses the acoustic model and bigram language model to recognize the speech signal and then outputs a word lattice. Next, the rescorer 22 receives the word lattice, uses the acoustic model, prosodic break model, prosodic state model, syllable prosodic-acoustic model, syllable juncture prosodic-acoustic model, factored language model and Equation (2) to rescore and rank word arcs of the word lattice, and then outputs the language tag $\lambda_p$, prosodic tag $\lambda_s$, and phonetic segmentation tag $\gamma_s$ corresponding to the speech signal.

[0051] Below is described the process that the hierarchical prosodic model 18 generates the abovementioned prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable juncture prosodic-acoustic model. Refer to FIG. 3 again. Firstly, the parameter extractor 26 extracts and outputs low-level language parameters, high-level language parameters, pitches, syllable durations and energies, according to the speech files of the prosody-unlabeled database 24 and the texts thereof. Next, the joint prosody labeling and modeling processor 32 acquires, from the parameter extractor 26 and Chinese prosody-hierarchy structure provider 28, low-level language parameters, high-level language parameters, pitches, syllable durations, and energies to estimate a prosodic state sequence $P$ and a prosodic break sequence $B$ based on a maximum likelihood criterion. Then, according to a sequential optimization algorithm, the joint prosody labeling and modeling processor 32 trains low-level language parameters, high-level language parameters, the prosodic-acoustic parameter sequence $X_p$, the prosodic state sequence $P$, and the prosodic break sequence $B$ as the prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable juncture prosodic-acoustic model and outputs the abovementioned models. Further, the joint prosody labeling and modeling processor 32 automatically labels the prosodic state sequence $P$ and prosodic break sequence $B$ on the speech signal.

[0052] After the training of the prosodic break model, prosodic state model, syllable prosodic-acoustic model and syllable juncture prosodic-acoustic model is completed, the relationships of the low-level language parameters, high-level language parameters, prosodic state sequence $P$, and prosodic break sequence $B$, syllable prosodic-acoustic parameter $X$, syllable juncture prosodic-acoustic parameter $Y$, and syllable juncture difference parameter $Z$ shown in FIG. 5 are established. FIG. 5 shows that the prosodic break sequence $B$ is related to the high-level language parameters to form the prosodic break model expressed by Equation (4), and that the syllable juncture prosodic-acoustic parameter $Y$ and syllable juncture difference parameter $Z$ are related to both the prosodic break sequence $B$ and the high-level language parameters to form the syllable juncture prosodic-acoustic model expressed by Equation (7-1), and that the prosodic state sequence $P$ is related to the prosodic break sequence $B$ to form the prosodic state model expressed by Equation (5), and that the syllable prosodic-acoustic parameter $X$ is related to the prosodic state sequence $P$, prosodic break sequence $B$ and low-level language parameters to form the syllable prosodic-acoustic model expressed by Equation (6).

[0053] Table 1 shows the results of a speech recognition experiment, wherein the speech recognition device of the embodiment shown in FIG. 2 is used to undertake a speaker-independent speech recognition experiment in multi-speaker speech database. The database has 303 speakers totally. 23 hours of corpus of 274 speakers, who are randomly selected from the 303 speakers (about 90% of the whole speakers), are adopted to train the system. 2.43 hours of corpus of the residual 29 speakers (about 10% of the whole speakers) are used to test the training result. In order to enrich the output of tags, the present invention chooses 19 speakers having longer speech, which totally amounts to about 2 hours of speech, to verify the performance of the trained system. The error rates of the system of the present invention in word error rate (WER), character error rate (CER) and basic-syllable error rate (SER) are respectively 20.7%, 14.4% and 9.6%. The differences of the error rates of a basic system using only a factored language model and the error rates of the system of the present invention are respectively 3.7%, 3.7% and 2.4% in words, characters and basic-syllable. In other words, the error rates of the system of the present invention are relatively lower than the error rates of the basic system respectively by 15.2%, 20.4% and 20% in words, characters and basic-syllable. Therefore, the present invention outperforms the basic system.

<table>
<thead>
<tr>
<th></th>
<th>WER</th>
<th>CER</th>
<th>SER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>24.4</td>
<td>18.1</td>
<td>12.0</td>
</tr>
<tr>
<td>The Present Invention</td>
<td>20.7</td>
<td>14.4</td>
<td>9.6</td>
</tr>
</tbody>
</table>

[0054] Table 2 shows the results of a POS decoding experiment. The precision, recall and F-measure of the basic system are respectively 93.4%, 76.4% and 84.0%. The precision, recall and F-measure of the present invention are respectively 93.4%, 80.0% and 86.2%. Table 3 shows the results of a PM decoding experiment. The precision, recall and F-measure of the basic system are respectively 55.2%, 37.8% and 44.8%. The precision, recall and F-measure of the present invention are respectively 61.2%, 53.0% and 56.8%. Table 4 shows the results of a tone decoding experiment. The precision, recall and F-measure of the basic system are respectively 87.9%, 87.5% and 87.7%. The accuracy, recall rate and F-measure of the present invention are respectively 91.9%, 91.6% and 91.7%.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>93.4</td>
<td>76.4</td>
<td>84.0</td>
</tr>
<tr>
<td>The Present Invention</td>
<td>93.4</td>
<td>80.0</td>
<td>86.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>55.2</td>
<td>37.8</td>
<td>44.8</td>
</tr>
<tr>
<td>The Present Invention</td>
<td>61.2</td>
<td>53.0</td>
<td>56.8</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F-Measure</td>
</tr>
<tr>
<td>----------------</td>
<td>-----------</td>
<td>--------</td>
<td>-----------</td>
</tr>
<tr>
<td>Basic System</td>
<td>87.9</td>
<td>87.5</td>
<td>87.7</td>
</tr>
<tr>
<td>The Present Invention</td>
<td>91.0</td>
<td>91.6</td>
<td>91.7</td>
</tr>
</tbody>
</table>

[0055] FIG. 7(a) and FIG. 7(b) show an example of the waveform of speech and the corresponding tags. From top to bottom in FIG. 7 are respectively the waveform of speech, AP sequence of labeled syllable pitch-level prosodic state, AP sequence of labeled syllable duration prosodic state, AP sequence of labeled syllable energy-prosodic state, prosodic break tags (excluding B0 and B1 for simplicity), correct text of the example speech file, prosodic phrase structure established according to the prosodic break tags, decoded words, decoded phrases, decoded punctuations, and meaning of the decoded punctuation.

[0056] The unit of the time axis of the waveform is second. Each triangular symbol denotes a short break. There are four prosodic phrases (PPs) in the waveform. The experiment indeed decodes four PPs's separated by B3 3's. Prosodic words (PW) are decoded from each prosodic phrase and separated by B2's. It can be observed in the syllable pitch-level prosodic state that pitch-level resets occur at all three B3. It can also be observed in the syllable duration prosodic state that the duration of the former syllable is elongated for B2-3. The tags show that the prosodic breaks and the prosodic states have hierarchical prosodic structures.

[0057] In conclusion, the present invention performs rescoring in two stages. Thereby, the present invention not only promotes the correctness of basic speech recognition but also tags the language, prosodies and phonetic segmentations for the succeeding applications.

[0058] The embodiments described above are only to exemplify the present invention but not to limit the scope of the present invention, any equivalent modification or variation according to the characteristics or spirit of the present invention is to be also included within the scope of the present invention.

What is claimed is:
1. A Chinese speech recognition system comprising a language model storage device comprising a plurality of language models, including a factored language model; a hierarchical prosodic model comprising a plurality of prosodic models, including a prosodic break model, a prosodic state model, a syllable prosodic-acoustic model and a syllable juncture prosodic-acoustic model; a speech recognition device receiving a speech signal, recognizing said speech signal and outputting a word lattice; and a rescoring device with said language model storage device, said hierarchical prosodic model and said speech recognition device, receiving said word lattice, rescoring and reranking word arcs of said word lattice according to said prosodic break model, said prosodic state model, said syllable prosodic-acoustic model and said syllable juncture prosodic-acoustic model, and outputting a language tag, a prosodic tag and a phonetic segmentation tag corresponding to said speech signal.

2. The Chinese speech recognition system according to claim 1, wherein said hierarchical prosodic model further comprises a prosody-unlabeled database storing a plurality of speech files and a plurality of texts of said speech files; a parameter extractor connected with said prosody-unlabeled database, extracting and outputting a plurality of low-level language parameters, a plurality of high-level language parameters, a syllable pitch-related prosodic-acoustic parameter, a syllable duration-related prosodic-acoustic parameter, and a syllable energy-related prosodic-acoustic parameter according to said speech files and said texts of said speech files; a Chinese prosody-hierarchy structure provider providing a plurality of prosodic components and a plurality of prosodic break tags separating said prosodic components; and a joint prosody labeling and modeling processor connected with said parameter extractor and said Chinese prosody-hierarchy structure provider, acquiring said low-level language parameters, said high-level language parameters, said syllable pitch-related prosodic-acoustic parameter, said syllable duration-related prosodic-acoustic parameter, and said syllable energy-related prosodic-acoustic parameter to estimate a prosodic state sequence P and a prosodic break sequence B, training said low-level language parameters, said high-level language parameters, a prosodic-acoustic parameter sequence X, said prosodic state sequence P and said prosodic break sequence B as said prosodic break model, said prosodic state model, said syllable prosodic-acoustic model and said syllable juncture prosodic-acoustic model to output them, and automatically tagging said prosodic state sequence P and said prosodic break sequence B on said speech signal.

3. The Chinese speech recognition system according to claim 2, wherein said prosodic components includes syllables, prosodic words, prosodic phrases, and either of a breath group and a prosodic phrase group.

4. The Chinese speech recognition system according to claim 2, wherein said joint prosody labeling and modeling processor estimates said prosodic state sequence P and said prosodic break sequence B according to a maximum likelihood criterion.

5. The Chinese speech recognition system according to claim 2, wherein said joint prosody labeling and modeling processor trains low-level language parameters, said high-level language parameters, said prosodic-acoustic parameter sequence X, said prosodic state sequence P and said prosodic break sequence B as said prosodic break model, said prosodic state model, said syllable prosodic-acoustic model and said syllable juncture prosodic-acoustic model according to a sequential optimization algorithm.

6. The Chinese speech recognition system according to claim 2, wherein said factored language model is expressed by an equation:

\[
P(W, PM, POS) = \prod_{i=1}^{N} \left[ P(w_t | w_{t-1}^i) \cdot P(p_{t-1} | w_{t-1}^i, w_t) \cdot P(p_{t-1} | w_{t-1}^i, w_{t-1}) \right].
\]

and wherein said language tag is expressed by \(\Lambda = \{W, POS, PM\}\) and said prosodic tag is expressed by \(\Lambda = \{B, P\}\), and said phonetic segmentation tag is denoted by \(\gamma\).
and wherein \( W = \{ w_m \} = \{ w_1, \ldots, w_M \} \) is a word sequence, and \( \text{POS} = \{ \text{pos}_m \} = \{ \text{pos}_1, \ldots, \text{pos}_M \} \) is a part of speech (POS) sequence associated with \( W \), and \( \text{PM} = \{ \text{pm}_m \} = \{ \text{pm}_1, \ldots, \text{pm}_M \} \) a punctuation marks (PM) sequence, and wherein \( M \) is a total quantity of all words of said speech signal, and wherein \( B = \{ B^n \} = \{ B_1, \ldots, B_N \} \) is said prosodic break sequence and \( P = \{ p, q, r \} \) with \( p = \{ p^n_1, \ldots, p^n_N \} \) and \( r = \{ r^n_1, \ldots, r^n_N \} \) representing prosodic state sequence for syllable pitch level, duration, and energy level, respectively; \( N \) is a total quantity of all syllables of said speech signal, and wherein said prosodic-acoustic parameter sequence \( X_p = \{ X, Y, Z \} \), and wherein \( X \) is a syllable prosodic acoustic parameter, \( Y \) a syllable juncture prosodic-acoustic parameter, and \( Z \) a syllable juncture difference parameter, and wherein \( f_{\text{p}}, f_{\text{q}}, \) and \( f_{\text{r}} \) are respectively said pitch level, said duration level and said energy level of an nth syllable.

9. The Chinese speech recognition system according to claim 2, wherein said syllable prosodic-acoustic model is expressed by

\[
P(X | y_1, \lambda_y, \lambda_n) = \prod_{n=1}^{N} P(B_n | \lambda_n),
\]

and wherein said low-level language parameters include a tone \( t \), a base-syllable \( s \) and a final type of syllable \( f \), and wherein said high-level language parameters include a word sequence \( W \), a part of speech sequence \( \text{POS} \) and a punctuation marks sequence \( \text{PM} \), wherein \( s_p, s_d, s_e \), \( t_p, s_p, t_e \) are respectively a pitch contour, a syllable duration, a syllable energy, a tone, a base-syllable type and a final type of an nth syllable.

10. The Chinese speech recognition system according to claim 2, wherein said syllable juncture prosodic-acoustic model is expressed by

\[
P(Y, Z | y_1, \lambda_y, \lambda_n) = \prod_{n=1}^{N} P(B_n, t, s, f, p, q, r).\]

and wherein said language tag is expressed by \( \lambda_y = \{ W, \text{POS}, \text{PM} \} \) and said prosodic tag is expressed by \( \lambda_n = \{ B, P \} \), and said phonetic segmentation tag is denoted by \( y_1 \), and wherein \( W = \{ w_m \} = \{ w_1, \ldots, w_M \} \) is a word sequence, and \( \text{POS} = \{ \text{pos}_m \} = \{ \text{pos}_1, \ldots, \text{pos}_M \} \) a part of speech sequence associated with \( W \), and \( \text{PM} = \{ \text{pm}_m \} = \{ \text{pm}_1, \ldots, \text{pm}_M \} \) a punctuation marks sequence, and wherein \( M \) is a total quantity of all words of said speech signal, and wherein \( B = \{ B^n \} = \{ B_1, \ldots, B_N \} \) is said prosodic break sequence and \( P = \{ p, q, r \} \) with \( p = \{ p^n_1, \ldots, p^n_N \} \) and \( r = \{ r^n_1, \ldots, r^n_N \} \) representing prosodic state sequence for syllable pitch level, duration, and energy level, respectively; \( N \) is a total quantity of all syllables of said speech signal, and wherein said prosodic acoustic parameter sequence \( X_p = \{ X, Y, Z \} \), and wherein \( X \) is a syllable prosodic acoustic parameter, \( Y \) a syllable juncture prosodic-acoustic parameter, and \( Z \) a syllable juncture difference parameter, and wherein \( f_{\text{p}}, f_{\text{q}}, \) and \( f_{\text{r}} \) are respectively said pitch level, said duration level and said energy level of an nth syllable.
across juncture $n$, and wherein $dl_n$ and $df_n$ are two normalized duration lengthening factors before and across juncture $n$.

11. The Chinese speech recognition system according to claim 1, wherein said speech recognition device contains an acoustic model and a bigram language model and uses said acoustic model and said bigram language model to recognize said speech signal for outputting said word lattice.

12. The Chinese speech recognition system according to claim 11, wherein said rescoring performs rescoring according to an equation:

\[ L_{IS} = \sum_{j=1}^{N} a_j \log P_j, \]

and wherein $S = [p_1, \ldots, p_N]$ is a 16-dimensional vector formed by these sixteen probabilities, and wherein $P_1, P_N$ are 16 probability functions derived from said acoustic model, prosodic break model, said prosodic state model, said syllable prosodic-acoustic model, said syllable juncture prosodic-acoustic model and said factored language model, and wherein $\alpha = [e_1, \ldots, e_N]$ is a weighting vector determined by a discriminative model combination algorithm.

13. A Chinese speech recognition method comprising steps:

- receiving a speech signal, recognizing said speech signal and outputting a word lattice; and

- receiving said word lattice, rescoring word arcs of said word lattice according to a prosodic break model, a prosodic state model, a syllable prosodic acoustic model, a syllable-juncture prosodic-acoustic model and a factored language model, reranking said word arcs, and outputting a language tag, a prosodic tag and a phonetic segmentation tag.

14. The Chinese speech recognition method according to claim 13, wherein said prosodic break model, said prosodic state model and said syllable prosodic-acoustic model, said syllable juncture prosodic-acoustic model are generated according to steps:

- extracting a plurality of low-level language parameters, a plurality of high-level language parameters, syllable pitch-related prosodic-acoustic parameter, a syllable duration-related prosodic-acoustic parameter, and a syllable energy-related prosodic-acoustic parameter according to a plurality of speech files and a plurality of texts of said speech files, and outputting said low-level language parameters, said high-level language parameters, said syllable pitch-related prosodic-acoustic parameter, said syllable duration-related prosodic-acoustic parameter, and said syllable energy-related prosodic-acoustic parameter;

- acquiring said low-level language parameters, said high-level language parameters, said syllable pitch-related prosodic-acoustic parameter, said syllable duration-related prosodic-acoustic parameter, and said syllable energy-related prosodic-acoustic parameter to estimate a prosodic state sequence $P$ and a prosodic break sequence $B$;

and training a prosodic acoustic parameter sequence $X_P$, said prosodic state sequence $P$, and said prosodic break sequence $B$ as said prosodic break model, said prosodic state model, said syllable prosodic-acoustic model and said syllable juncture prosodic-acoustic model, outputting said prosodic break model, said prosodic state model, said syllable prosodic-acoustic model and said syllable juncture prosodic-acoustic model, and automatically tagging said prosodic state sequence $P$ and said prosodic break sequence $B$ on said speech signal.

15. The Chinese speech recognition method according to claim 14, wherein said prosodic components includes syllables, prosodic words, prosodic phrases, and either of a breath group and a prosodic phrase group.

16. The Chinese speech recognition method according to claim 14, wherein said prosodic state sequence $P$ and said prosodic break sequence $B$ are estimated according to a maximum likelihood criterion.

17. The Chinese speech recognition method according to claim 14, wherein said prosodic acoustic parameter sequence $X_P$, said prosodic state sequence $P$ and said prosodic break sequence $B$ are trained as said prosodic break model, said prosodic state model, said syllable prosodic-acoustic model and said syllable juncture prosodic-acoustic model according to a sequential optimization algorithm.

18. The Chinese speech recognition method according to claim 14, wherein said factored language model is expressed by an equation:

\[ p(W, PM, POS) = \prod_{\tau=1}^{M} p(w_\tau | v_\tau^{\pm 2}, \mbox{-} D) \cdot p(\mbox{POS}_\tau | \mbox{POS}_{\tau-1}, n_\tau) \cdot p(\mbox{PM}_\tau | \mbox{POS}_{\tau-1}, n_{\tau-1}), \]

and wherein said language tag is expressed by $\Lambda = [W, POS, PM]$ and said prosodic tag is expressed by $\Lambda = [B, P]$, and said phonetic segmentation tag is denoted by $\gamma$, and wherein $W = \{w_1, \ldots, w_M\}$ is a word sequence, and $POS = \{\mbox{POS}_1, \ldots, \mbox{POS}_M\}$ is a part of speech (POS) sequence associated with $W$, and $PM = \{\mbox{PM}_1, \ldots, \mbox{PM}_M\}$ a punctuation marks (PM) sequence, and wherein $M$ is a total quantity of all words of said speech signal, and wherein $B = \{B_1, \ldots, B_M \}$ is said prosodic break sequence and $P = \{p_1, \ldots, p_M \}$ with $p = \{p_{1^n}, q_{1^n}, r_{1^n}\}$ representing said prosodic state sequence for syllable pitch level, duration, and energy level, respectively; $N$ is a total quantity of all syllables of said speech signal, and wherein said prosodic-acoustic parameter sequence $X_P = \{X, Y, Z\}$, and wherein $X$ is a syllable prosodic-acoustic parameter, $Y$ a syllable juncture prosodic-acoustic parameter, and $Z$ a syllable juncture difference parameter, and wherein $n_\tau$ is an nth said word, $\mbox{POS}_\tau$ an nth phrase tag, and $\mbox{PM}_\tau$ an nth punctuation tag.

19. The Chinese speech recognition method according to claim 14, wherein said prosodic break model is expressed by

\[ p(B | \Lambda) = \prod_{\tau=1}^{N} p(B_\tau | \Lambda_{1:\tau}), \]

and wherein said language tag is expressed by $\Lambda = [W, POS, PM]$ and said prosodic tag is expressed by $\Lambda = [B, P]$, and said phonetic segmentation tag is denoted by $\gamma$. 
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and wherein $W = \{w_i\}_{i=1}^M = \{w_1, \ldots, w_M\}$ is a word sequence, and $POSW = \{pos_i\}_{i=1}^M = \{pos_1, \ldots, pos_M\}$ a part of speech sequence associated with $W$, and $PM = \{pm_i\}_{i=1}^M = \{pm_1, \ldots, pm_M\}$ a punctuation marks sequence, and wherein $M$ is a total quantity of all words of said speech signal, and wherein $B = \{B_i\}_{i=1}^N = \{B_1, \ldots, B_N\}$ is said prosodic break sequence and $P = \{p, q, r\}$ with $p = \{p_i\}$, $q = \{q_i\}$, and $r = \{r_i\}$ representing prosodic state sequence for syllable pitch level, duration, and energy level, respectively; and wherein $N$ is a total quantity of all syllables of said speech signal, and wherein $B = \{B_i\}_{i=1}^N = \{B_1, \ldots, B_N\}$ is said prosodic break sequence and $P = \{p, q, r\}$ with $p = \{p_i\}$, $q = \{q_i\}$, and $r = \{r_i\}$ representing prosodic state sequence for syllable pitch level, duration, and energy level, respectively; and wherein $N$ is a total quantity of all syllables of said speech signal, and wherein said prosodic acoustic parameter sequence $X_p = \{X, Y, Z\}$, and wherein $X$ is a syllable prosodic acoustic parameter, $Y$ a syllable juncture prosodic-acoustic parameter, and $Z$ a syllable juncture difference parameter, and wherein $p_{\alpha}$, $q_{\alpha}$, and $r_{\alpha}$ are respectively said pitch level, said duration level and said energy level of an nth said syllable.

21. The Chinese speech recognition method according to claim 14, wherein said syllable prosodic-acoustic model is expressed by

$$P(X | \gamma, \Lambda, \Lambda_\alpha) = P(q | \gamma, \Lambda, \Lambda_\alpha) P(d | \gamma, \Lambda, \Lambda_\alpha) P(se | \gamma, \Lambda, \Lambda_\alpha) P(se | \gamma, \Lambda, \Lambda_\alpha)$$

and wherein said low-level language parameters include a tone $t$, a base-syllable $s$ and a final type of syllable $f$, and wherein said high-level language parameters include a word sequence $W$, a part of speech sequence $POSW$ and a punctuation marks sequence $PM$, and wherein $p_{\alpha}, q_{\alpha}, r_{\alpha}$, $\gamma_{\alpha}$, $\tau_{\alpha}$, $\lambda_{\alpha}$ respectively a pitch contour, a syllable duration, a syllable energy, a tone, a base-syllable type and a final type of an nth syllable.

22. The Chinese speech recognition method according to claim 14, wherein said syllable juncture prosodic-acoustic model is expressed by

$$P(Y, Z | \gamma, \Lambda, \Lambda_\alpha) = P(p, q, r, d, \alpha, d_f, \gamma, \Lambda, \Lambda_\alpha)$$

$$d_f | (\gamma, \Lambda, \Lambda_\alpha) = \prod_{\alpha=1}^{N-1} \prod_{\alpha=1}^{N} P(p_{\alpha}, q_{\alpha}, r_{\alpha}, d_{\alpha}, \alpha | \gamma, \Lambda, \Lambda_\alpha)$$

and wherein said language tag is expressed by $\Lambda = \{W, POS, PM\}$ and said prosodic tag is expressed by $\Lambda_\alpha = \{B, P\}$, and said phonetic segmentation tag is denoted by $\gamma$, and wherein $W = \{w_i\}_{i=1}^M = \{w_1, \ldots, w_M\}$ is a word sequence, and $POSW = \{pos_i\}_{i=1}^M = \{pos_1, \ldots, pos_M\}$ a part of speech sequence associated with $W$, and $PM = \{pm_i\}_{i=1}^M = \{pm_1, \ldots, pm_M\}$ a punctuation marks sequence, and wherein $M$ is a total quantity of all words of said speech signal, and wherein $B = \{B_i\}_{i=1}^N = \{B_1, \ldots, B_N\}$ is said prosodic break sequence and $P = \{p, q, r\}$ with $p = \{p_i\}$, $q = \{q_i\}$, and $r = \{r_i\}$ representing prosodic state sequence for syllable pitch level, duration, and energy level, respectively; and wherein $N$ is a total quantity of all syllables of said speech signal, and wherein said prosodic acoustic parameter sequence $X_p = \{X, Y, Z\}$, and wherein $X$ is a syllable prosodic acoustic parameter, $Y$ a syllable juncture prosodic-acoustic parameter, and $Z$ a syllable juncture difference parameter, and wherein $p_{\alpha}$, $q_{\alpha}$, and $r_{\alpha}$ are respectively a pitch contour, a syllable duration, and a syllable energy of an nth syllable.

23. The Chinese speech recognition method according to claim 13, wherein an acoustic model and a bigram language model are used to recognize said speech signal.

24. The Chinese speech recognition method according to claim 23, wherein in said step of rescoring word area of said word lattice, an equation is used:

$$US, \Lambda_\alpha = \sum_{j=1}^{16} a_j \cdot (\text{seg}_j)$$

and wherein $S = \{p_1, \ldots, p_{16}\}$ is a 16-dimensional vector formed by these sixteen probabilities, and wherein $P_j \cdot P_{16}$ are 16 probability functions derived from said the acoustic model, prosodic break model, said prosodic state model, said syllable prosodic-acoustic model, said syllable-juncture prosodic-acoustic model and said factored language model, and wherein $\alpha_j = \{\alpha_1, \ldots, \alpha_{16}\}$ is a weighting vector determined by a discriminative model combination algorithm.