REAL-TIME PEOPLE COUNTING SYSTEM USING LAYER SCANNING METHOD

Disclosed herein is a method for counting the number of the targets using the layer scanning method. The steps of this method includes constructing a background frame, filtering the noise of foreground frame and classifying the targets, and screening the area of targets based on layer scanning to calculate the number of targets by determining the highest positions of the respective targets. In addition, the dynamic numbers of targets are calculated using algorithm. Accordingly, the present invention is beneficial in automatically, effectively and precisely calculating the number of the targets in/out a specific area, achieving the flow control for targets and reducing artificial error upon calculation.
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REAL-TIME PEOPLE COUNTING SYSTEM
USING LAYER SCANNING METHOD

The application claims the benefit of Taiwan Patent Application No. 101132893, filed on Sep. 7, 2012, in the Intellectual Property Office of Republic of China, the disclosure of which is incorporated by reference as if fully set forth herein.

FIELD OF THE INVENTION

The present invention relates to a method for calculating the number of objects, especially relates to a layer scanning method for calculating the number of the objects such as human or other things.

BACKGROUND OF THE INVENTION

It is important to calculate the number of the objects within a certain regional space to manage the objects. If the number of people in the entrances and exits of come locations, such as stations, stores, department stores and concerts, can be real-time calculated, it is helpful to monitor and control the crowds timely in those locations so as to reduce the concern of the fire security. For example, calculating the livestock at the entrance channel in the animal farm is helpful to manage the movement of the livestock. For another example, calculating the finished or semi-finished products through a specific gateway at the product manufacturing line in the factory is helpful to manage the production of the product.

In general, the statistics of the population flow can be applied in an enclosed area and an open area. The calculated device usually configures at the entrance and the exit of the enclosed area such as a library, a museum, an exhibition center, a store, a public transportation, etc. It is typically difficult to accurately estimate the population for the open area such as a parade, an election rally field, a night market, a square, etc. The population density of a small area is usually calculated by taking an aerial photograph and then estimating the number of the people in the large-scale specific area according to the aerial photograph.

For people counting as an example, a radar sensor, a color camera, an ultrasonic sensor and an infrared sensor can detect the number of people entering and leaving a regional space, except determining the number of the crowd one-by-one artificially by the naked eye. The radar sensor uses a Doppler effect to detect moving objects, to estimate the moving rate and direction of the objects by transmitting and receiving the frequency of the electromagnetic of the radar sensor, and then to calculate the number and the flow of the objects via the received wavelength and frequency. However, the disadvantage of the radar sensor is that it is not easy to calculate the number of the objects accurately when the number of crowd is too many. Although the color camera has smaller masking effect when the two or more objects closing to each other and can also calculate the number of more objects passing through the detecting area at the same time, it is easily affected by the changes of the ambient light, which causes the captured foreground data being incorrect, thereby affecting the correctness of the counting results. The infrared sensor and the ultrasonic sensor can not count the objects correctly when the objects are too much or the appearance of a shelter. Therefore, it is important to improve the counting of the objects number in the regional space for managing the objects and the regional space.

SUMMARY OF THE INVENTION

In order to overcome the disadvantage of the various instruments in the prior art, the present invention uses an infrared depth sensor and supplemented by the detection method to provide a real-time layer scanning method, and counts the number of the objects through the regional space to enhance the accuracy of the counting objects. Furthermore, the technique of the present invention is not affected by the changes of the ambient light which can effectively reduce the interference of the background.

The present invention provides a method for counting a number of objects in a regional space, including steps of: constructing a background model, deriving foreground depth map, filtering noise, connecting the objects, layer scanning, filtering the objects area, tracking and analyzing the objects, and counting the number of the objects.

In a calculating a total number of objects in a space by an infrared depth sensor process, and the infrared depth sensor is configured above the space and shoots downward, and at least one depth range of the space is defined, the process includes a step of using the infrared depth sensor to shoot N frames in a time period and averaging the N frames to obtain a background depth map. The N is a natural number. When at least one of the objects appear in the space, the infrared depth sensor shoots a (N+1)th frame. A loop method is used to scan every pixel of the background depth map and every pixel of the (N+1)th frame according to the at least one depth range. The pixels of the (N+1)th frame different from the corresponding pixels of the background depth map are extracted to construct a first foreground depth map. At least one first erosion, at least one dilation and at least one second erosion is used to eliminate a noise of the first foreground depth map, and to obtain a second foreground depth map. A plurality of pixels of the second foreground depth map are classified and marked. The adjacent ones of the plurality of pixels are classified into the same set. The marked plurality of pixels of the second foreground depth map is reclassified to obtain the total number of the object.

In a calculating a total number of objects process in a space, the process includes a step of making a background depth map and a sample depth map for the space. A foreground depth map is obtained by subtracting the sample depth map by the background depth map. The total number of the objects contained in the foreground depth map is calculated according to an identifying condition.

In a calculating a total number of objects process in a region, the process includes a step of providing at least one foreground map. The total number of the objects contained in the at least one foreground map is calculated according to an identifying condition based on one of respective highest heights of the objects and respective areas of the highest height of the objects.

Other objects, advantages and efficacy of the present invention will be described in detail below taken from the preferred embodiments with reference to the accompanying drawings, in which:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 of the present invention shows a flow chart of objects counting method.
FIG. 2a of the present invention shows a pixel location schematic diagram of a foreground depth map.

FIG. 2b of the present invention shows a schematic diagram of a dilation of the pixel FIG. 2a according to a cross-shaped mask.

FIG. 2c of the present invention shows a schematic diagram of an erosion of the pixel FIG. 2b according to a cross-shaped mask.

FIGS. 3a to 3f of the present invention show schematic diagrams of objects connecting method.

FIGS. 4a to 4d of the present invention show a schematic diagram of screening and superposing the area by a condition.

FIGS. 5a to 5d of the present invention show a schematic diagram of a tracking and an analyzing method.

EXPERIMENTAL MATERIALS AND METHODS

The present invention will now be described more specifically with reference to the following embodiments. It is to be noted that the following descriptions of preferred embodiments of this invention are presented herein for purposes of illustration and description only; it is not intended to be exhaustive or to be limited to the precise form disclosed.

The present invention uses a Kinect® sensor which is a peripheral device of an Xbox 360 developed by Microsoft®. The Kinect® sensor has three camera lenses, the middle camera lens is a RGB color camera, and the both side camera lenses respectively are an infrared transmitter and an infrared complementary metal-oxide-semiconductor (CMOS) camera which composing a 3D light depth sensor. When the Kinect® sensor sets levelly, the visual range is 57° of the horizontal viewing angle and 43° of the vertical viewing angle, and the stereo-visual depth is between 122-350 cm. The present invention uses the Kinect® 3D light depth sensor to obtain a depth map, and superadds a novel layer scanning technique to accurately determine the number of the objects. However, the skilled persons all understand that the light depth sensor having the infrared function includes but does not limit to the Kinect® sensor or the Xtion® Pro sensor (a product of ASUS). As long as the sensor has the characteristics aforementioned, it can be applied to the present invention.

FIG. 1 is a flow chart for objects counting method in accordance with the present invention. The step 10 in FIG. 1 “capturing N frames and taking an average as a background map” which means an infrared depth sensor is configured above a space and shoots downwardly, and at least one depth range of the space is defined. Taking the average of the N frames captured by the infrared depth sensor to construct a background model, where N is a natural number and the natural number is a positive integer. In some embodiments, the Kinect® sensor is disposed at a position about 1.8 meters to 3.5 meters from the ground, and the lens of the Kinect® sensor downwardly shoots 100 frames of the space depth maps and averages the 100 frames as a background. An ordinarly skilled person in the art understands that the height of the sensor depends on the actual space limitation, and the number of the space depth map is not limited to 100 frames. After a time interval, the space depth map can be re-shot and re-calculated to obtain a new background map. An openNI library has been used to get the depth information and opencv has been used to transform the type from depth information to accessible one, and a huge holder set above the main door in the social building first door.

Next, the step 20 “background subtraction to derive a foreground map” which means shooting a (N+1)th frame where objects appears and comparing with the background map constructed in step 10 pixel by pixel. If there are differences between the pixels of the (N+1)th frame and the pixels of the background map, the pixels different from the corresponded pixels of the background map are extracted from the (N+1)th frame to construct a foreground depth map. The background will be updated every 100000 frames to clear unwanted objects who entering the view when constructing the background map.

Next, the step 30 “filtered a noise” which means a noise of the first foreground depth map is removed. For example, the first foreground depth map has 1 object, but it may be determined there are 2 objects because of the noise which causing the distortion of the counting result. The present invention uses a combination of an erosion and a dilation to eliminate the noise of the first foreground depth map to obtain a second foreground depth map. The erosion and the dilation method are described as follows.

FIGS. 2a, 2b and 2c are continued schematic diagrams of the dilation and the erosion for the pixel in the foreground depth map to eliminate the noise by a cross-shaped mask. The cross-shaped mask is a region surrounded by a selected pixel and four pixels located at an upper side, a lower side, a left side and a right side of the selected pixel. The steps of the dilation and the erosion are described as follows: in FIG. 2a, the horizontal axis is an x axis, the vertical axis is a y axis, and each grid is a coordinate. For example, the coordinates (1,1) and (1,2) are pixel locations in the foreground depth map. When the foreground depth map is scanned by the cross-shaped mask for proceeding a dilation, a specific pixel (1,1) of the foreground depth map is selected by the center of the cross-shaped mask, but the coordinates (1,0) and (0,1), which are two of the four neighborhoods of the specific pixel, do not completely covered by the cross-shaped mask, then the coordinates (1,0) and (0,1) are filled with pixels (referring to FIG. 2b, the pixel black spots of the coordinates (1,0) and (0,1)).

Similarly, the specific pixel (1,2) of the foreground depth map is selected by the center of the cross-shaped mask, but the coordinates (2,2) and (0,2), which are the two of the four pixels, do not completely covered by the cross-shaped mask, then the coordinates (2,2) and (0,2) are filled with pixels. When the cross-shaped mask scans the foreground depth map one by one, the erosion will be occurred while the five points covered by the cross-shaped mask all belong to the foreground depth map, then the center pixel will be retained, and the rest four pixels are eliminated (referring to FIG. 2b to FIG. 2c). For example, when the erosion occurs, the specific pixel (1,5) of the foreground depth map is selected by the center of the cross-shaped mask, and the coordinates (1,4), (0,5), (1,6) and (2,5), which are the four neighborhoods of the specific pixel (1,5), are completely covered by the cross-shaped mask, then the specific pixel (1,5) is retained, and then the rest four neighboring pixels, (1,4), (0,5), (1,6) and (2,5), are eliminated (referring to FIG. 2c, the pixel black spots of the coordinates (1,4), (0,5), (1,6) and (2,5)). Accordingly, the erosion and the dilation can moderately filter out the noise and avoid separating one object into two objects.

In some embodiments, the foreground depth map is respectively been used the erosion for three times, the dilation for six times and the re-erosion for three times. The skilled person in the art who refers to this article can arbi-
trarily adjust the number of times and the sequence of the erosion or the dilation, or only proceed with the erosion or the dilation.

[0028] Continuing directing to FIG. 1, the step 40 “connecting the objection” means that classifying and marking all plurality of pixels of the foreground depth map and assembling the pixels adjacent to each other, and connecting the objects which may be separated together into complete objects. The method is described as follows: scanning the foreground depth map from left to right and from top to down.

[0029] For example, as shown in FIG. 3a, when scanning to the first row, the first appeared pixel is given a number 1; the second appeared pixel is given a number 2, and so on. When scanning to the second row, if there is not any labeled pixel above a new pixel, then continuing label the new pixel, such as the number 2 and the number 3 in FIGS. 3b and 3d. When there is a labeled pixel above the new pixel, then labeling the new pixel with the number same as the labeled pixel above thereof, such as the number 1 in the second line of the second row in FIG. 3c. Similarly, the same thing is true of scanning the third row to the last row, as shown in FIG. 3e. Finally, as shown in FIG. 3f, classifying and marking the adjacent pixels to obtain an actually number of the objects appeared in the foreground depth map. There are two objects in the example of FIG. 3.

[0030] Referring back to FIG. 1, the step 50 “layer scanning n times” means that the step 20 to step 40 of the method will be repeated n times to multilayer scan the different depth region by the depth sensor. For example, when the depth sensor is configured at 3 meters upper the ground, the depth sensor can be set to shoot down and capture the depth map between 1-2 meters upper the ground. The range of 1-2 meters moderate region is divided into different sub-ranges, and the depth sensor shoots each sub-range to obtain different depth maps, then calculating the possible objects in each sub-range according to the steps 20-40.

[0031] The step 60 “object area analysis” means that using a condition to analyze the objects area. According to the result of the steps 20-40, a preliminary result which is not comply with a preset condition will be discarded, and the steps 20-40 will repeat n times until there is a condition comply with the preset condition, then continued to analyzed the area. The steps of this method are as follows: firstly, giving a predefined area to the objects. When the number of the at least one depth range of the preprocessed foreground depth map is larger than 1, repeating the steps 20-40 and superposing the plurality of processed foreground map. Comparing the predefined area with the plurality of processed foreground map to screen the processed foreground map having the objects complied with the predefined area, and summing up the number of the objects.

[0032] In some embodiments, a first loop scanned by the first scan is shown in FIG. 4a. The range a is the depth range of the knee to the foot of a human, the foreground depth map thereof has a darker grayscale value. A second loop scanned by the second scan is shown in FIG. 4b. The range b is the depth range of the wrist to the knee of the human. A third loop scanned by the third scan is shown in FIG. 4c. The range c is the depth range of the chest to the wrist of the human. An nth loop scanned by the nth scan is shown in FIG. 4d. The range n is the depth range of the head to the chest of the human. Since the head of the human is closer to the sensor, the lighter of the foreground depth map captured by the sensor will be obtained. Superposing the obtained foreground depth maps respectively, and removing the discriminant area to obtain a highest height portion, the range n, thereby determining the highest position of the object is the range n.

[0033] Referring back to FIG. 1, the step 70 “tracking algorithm” and the step 80 “object counting” mean that the objects adjacent to each other are reclassified to obtain the number of the objects. Comparing the two continuous foreground depth map and selecting the shortest distance for pairing. In order to compare objects in a current frame and a previous frame, the use of data structure is inevitable.

[0034] As shown in FIG. 5e, comparing the shortest distance between the objects of the previous foreground depth map having the non-zero numbers N (Qprevious) and the current foreground depth map having the object numbers N (Qcurrent), wherein the previous frame is for objects coming from the previous frame and the current frame is for new coming objects. As shown in FIG. 5f, there are 5 objects in the Qprevious and 5 objects in the Qcurrent. When the object A of the Qprevious has the shortest distance with the object D of the Qcurrent, the label A and the label D in the Qcurrent will be swapped, then the label D change into label A and the label A change into label D, then the label A of the Qprevious and the label A of the Qcurrent are paired completely. This intended to the same object has the same label number. Similarly, as shown in FIG. 5c, the object A of the Qprevious has paired completely.

[0035] Continued parsing the object B of the Qprevious with the objects B in the Qcurrent. It is found that the object B of the Qprevious has a shortest distance with the object E of the Qcurrent so that the object B of the Qcurrent is swapped with the object E of the Qcurrent and re-labeling the object E into label B and the object B into the label E, then the label B of the Qprevious and the label B of the Qcurrent are paired completely, as shown in FIG. 5d. Finally, analyzing the number of the object which is paired completely. Therefore, using the same objects with the same labels and different objects with the different labels can count the number of the objects. Furthermore, it is possible to produce two situations that the objects cannot be paired. In the first case, the objects number of the Qcurrent is more than the objects number of the Qprevious. For example, there are 3 objects in the Qcurrent after calculating by the algorithm, but the Qprevious only has 1 object, this means that there are 2 objects never be detected into the sensor field by the infrared depth map with counting time. In the second case, the objects number of the Qcurrent is less than the objects number of the Qprevious. For example, there is 1 object in the Qcurrent after calculating by the algorithm, but the Qprevious has 3 objects, this means that there are 2 objects leave the sensor field with counting time. Owing to the depth information and the process of loop, the process can track each object even if the objects are too close.

[0036] There are further embodiments provided as follows.

Embodiment 1

[0037] In a calculating a total number of objects in a space by an infrared depth sensor process, and the infrared depth sensor is configured above the space and shoots downward, and at least one depth range of the space is defined, the process includes a step of using the infrared depth sensor to shoot N frames in a time period and averaging the N frames to obtain a background depth map. The N is a natural number. When at least one of the objects appear in the space, the infrared depth sensor shoots a (N+1) th frame. A loop method is used to scan every pixel of the background depth map and
every pixel of the (N+1)th frame according to the at least one depth range. The pixels of the (N+1)th frame different from the corresponding pixels of the background depth map are extracted to construct a first foreground depth map. At least one first erosion, at least one dilation and at least one second erosion are used to eliminate a noise of the first foreground depth map, and to obtain a second foreground depth map. A plurality of pixels of the second foreground depth map are classified and marked. The adjacent ones of the plurality of pixels are classified into the same set. The marked plurality of pixels of the second foreground depth map is reclassified to obtain the total number of the object.

**Embodiment 2**

[0038] In the calculating the total number of the objects process according to the above-mentioned embodiment 1, each of the objects has a predefined area.

**Embodiment 3**

[0039] In the calculating the total number of the objects process according to the above-mentioned embodiment 2, the process further includes a step of repeating the steps (c)-(e) to obtain and superpose a plurality of processed foreground depth maps. The plurality of the processed foreground depth maps are compared with the predefined area to determine whether each of the objects complied with predefined area is configured at the highest portion to screen the processed foreground depth maps having at least one of the objects complied with the predefined area. The total number of the objects configured at the highest portion is summed up.

**Embodiment 4**

[0040] In the calculating the total number of the objects process according to the above-mentioned embodiment 1, the process further includes a step of scanning the pixels of the first foreground depth map based on a cross-shaped mask. The cross-shaped mask is a region composed of a selected pixel and four pixels respectively located at an upper side, a lower side, a left side and a right side of the selected pixel.

**Embodiment 5**

[0041] In the calculating the total number of the objects process according to the above-mentioned embodiment 4, the cross-shaped mask has 4 blanks, each of which is to be occupied by a specific pixel. The process further includes a step of retaining the selected pixel when the at least one first erosion and the at least one second erosion occur if the cross-shaped mask is filled up with the selected pixel and the four pixels belonging to the foreground depth map. The cross-shaped mask is filled up by specific pixels when the at least one dilation occurs if the cross-shaped mask is not fully filled up with the selected pixel and the four pixels of the foreground depth map.

**Embodiment 6**

[0042] In the calculating the total number of the objects process according to the above-mentioned embodiment 1, the plurality of pixels are counted from left to right and from top to down are sequentially from a first pixel to a (m+1)th pixel, where m is a natural number no less than 2. The process further includes a step of marking the first pixel, the m pixel and the (m+1)th pixel as having value 1, value m and value (m+1). When there is a pixel above the mth pixel, the value of the mth pixel is equal to that of the pixel thereabove and the value of the (m+1)th pixel is the value of the pixel preceding the mth pixel plus 1. The pixels with the same value belong to the same set.

**Embodiment 7**

[0043] In the calculating the total number of the objects process according to the above-mentioned embodiment 6, the process further includes a step of reclasifying the respective sets into groups with respective parameters from 1 to p. P is a natural number no less than 1. The parameter p is used to represent the total number of the objects.

**Embodiment 8**

[0044] In a calculating a total number of objects process in a space, the process includes a step of making a background depth map and a sample depth map for the space. A foreground depth map is obtained by subtracting the sample depth map by the background depth map. The total number of the objects contained in the foreground depth map is calculated according to an identifying condition.

**Embodiment 9**

[0045] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 8, the background depth map is shot by an infrared depth sensor.

**Embodiment 10**

[0046] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 9, the infrared depth sensor is configured above the space and shoots downward.

**Embodiment 11**

[0047] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 8, the process includes a step of filtering out a noise of the foreground depth map.

**Embodiment 12**

[0048] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 11, the noise is filtered out by at least one first erosion, at least one dilation and at least one second erosion.

**Embodiment 13**

[0049] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 12, the process includes a step of scanning the pixels of the foreground depth map based on a cross-shaped mask. The cross-shaped mask is a region composed of a selected pixel and four pixels respectively located at an upper side, a lower side, a left side and a right side of the selected pixel.

**Embodiment 14**

[0050] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 13, the cross-shaped mask has 4 blanks. Each of which is to be occupied by a specific pixel. The process includes a
step of retaining the selected pixel when the at least one first erosion and the at least one second erosion occur if the cross-shaped mask is filled up with the selected pixel and the four pixels belonging to the foreground depth map. The cross-shaped mask is filled up by specific pixels when the at least one dilation occurs if the cross-shaped mask is not fully filled up with the selected pixel and the four pixels of the foreground depth map.

Embodiment 15

[0051] In the calculating the total number of the objects process in a space according to the above-mentioned embodiment 8, the identifying condition provides an area condition for the objects. The process includes a step of recognizing a height of each object in the foreground depth map according to the area condition.

Embodiment 16

[0052] In calculating a total number of objects process in a region, the process includes a step of providing at least one foreground map. The total number of the objects contained in the at least one foreground map is calculated according to an identifying condition based on one of respective highest heights of the objects and respective areas of the highest height of the objects.

Embodiment 17

[0053] In calculating the total number of the objects process in a space according to the above-mentioned embodiment 16, the region is located within a sensing range of an infrared depth sensor.

Embodiment 18

[0054] In calculating the total number of the objects process in a space according to the above-mentioned embodiment 16, the respective highest heights are the highest portions of the respective objects after superposing the at least one foreground map.

Embodiment 19

[0055] In calculating the total number of the objects process in a space according to the above-mentioned embodiment 16, the process includes a step of filtering out a noise of the foreground depth map.

[0056] While the invention has been described in terms of what is presently considered to be the most practical and preferred embodiments, it is to be understood that the invention needs not be limited to the disclosed embodiments. Therefore, it is intended to cover various modifications and similar configuration included within the spirit and scope of the appended claims, which are to be accorded with the broadest interpretation so as to encompass all such modifications and similar structures.

What is claimed is:

1. A method for calculating a total number of objects in a space by an infrared depth sensor, wherein the infrared depth sensor is configured above the space and shoots downward, and at least one depth range of the space is defined, the method comprising steps of:
   (a) using the infrared depth sensor to shoot N frames in a time period and averaging the N frames to obtain a background depth map, where the N is a natural number;
   (b) shooting a (N+1)th frame where at least one of the objects appear;
   (c) using a loop method to scan every pixel of the background depth map and every pixel of the (N+1)th frame according to the at least one depth range, and extracting the pixels of the (N+1)th frame different from the corresponding pixels of the background depth map to construct a first foreground depth map;
   (d) using at least one first erosion, at least one dilation and at least one second erosion to eliminate a noise of the first foreground depth map, and to obtain a second foreground depth map;
   (e) classifying and marking a plurality of pixels of the second foreground depth map, wherein adjacent ones of the plurality of pixels are classified into the same set; and
   (f) reclassifying the marked plurality of pixels of the second foreground depth map to obtain the total number of the objects.

2. The method according to claim 1, wherein each of the objects has a predefined area.

3. The method according to claim 2, further comprising steps of when a total number of the at least one depth range is larger than 1, repeating the steps (c)-(e) to obtain and superpose a plurality of processed foreground depth maps, comparing the plurality of the processed foreground depth maps with the predefined area to determine whether each of the objects complied with the predefined area is configured at the highest portion to screen the processed foreground depth maps having at least one of the objects complied with the predefined area, and summing up the total number of the objects configured at the highest portion.

4. The method according to claim 1, wherein the step (d) further comprises a step of scanning the pixels of the first foreground depth map based on a cross-shaped mask, wherein the cross-shaped mask is a region composed of a selected pixel and four pixels respectively located at an upper side, a lower side, a left side and a right side of the selected pixel.

5. The method according to claim 4, wherein the cross-shaped mask has 4 blanks, each of which is to be occupied by a specific pixel, and the step (d) further comprises steps of retaining the selected pixel when the at least one first erosion and the at least one second erosion occur if the cross-shaped mask is filled up with the selected pixel and the four pixels belonging to the foreground depth map, and of filling the cross-shaped mask up by specific pixels when the at least one dilation occurs if the cross-shaped mask is not fully filled up with the selected pixel and the four pixels of the foreground depth map.

6. The method according to claim 1, wherein the plurality of pixels of the step (e) counted from left to right and from top to down are sequentially from a first pixel to a (m+1)th pixel, where m is a natural number no less than 2, the step (e) further comprises: (e1) marking the first pixel, the m pixel and the (m+1)th pixel as having value 1; value in and value (m+1), wherein when there is a pixel above the mth pixel, the value of the mth pixel is equal to that of the pixel thereabove and the value of the (m+1)th pixel is the value of the pixel preceding the mth pixel plus 1, and the pixels with the same value belong to the same set.

7. The method according to claim 6, wherein the step (f) further comprises steps of: (I) reclassifying the respective sets into groups with respective parameters from 1 to p, where
p is a natural number no less than 1; and (2) using the parameter p to represent the total number of the objects.

8. A method for calculating a total number of objects in a space, comprising steps of:
   making a background depth map and a sample depth map for the space;
   subtracting the sample depth map by the background depth map to obtain a foreground depth map; and
   calculating the total number of the objects contained in the foreground depth map according to an identifying condition.

9. The method according to claim 8, wherein the background depth map is shot by an infrared depth sensor.

10. The method according to claim 9, wherein the infrared depth sensor is configured above the space and shoots downward.

11. The method according to claim 8, further comprising a step of filtering out a noise of the foreground depth map.

12. The method according to claim 11, wherein the noise is filtered out by at least one first erosion, at least one dilation and at least one second erosion.

13. The method according to claim 12, further comprising a step of scanning the pixels of the foreground depth map based on a cross-shaped mask, wherein the cross-shaped mask is a region composed of a selected pixel and four pixels respectively located at an upper side, a lower side, a left side and a right side of the selected pixel.

14. The method according to claim 13, wherein the cross-shaped mask has 4 blanks, each of which is to be occupied by a specific pixel, and the step (d) further comprises steps of retaining the selected pixel when the at least one first erosion and the at least one second erosion occur if the cross-shaped mask is filled up with the selected pixel and the four pixels belonging to the foreground depth map, and of filling the cross-shaped mask up by specific pixels when the at least one dilation occurs if the cross-shaped mask is not fully filled up with the selected pixel and the four pixels of the foreground depth map.

15. The method according to claim 8, wherein the identifying condition provides an area condition for the objects, and the calculating step further comprises a step of recognizing a height of each object in the foreground depth map according to the area condition.

16. A method for calculating a total number of objects in a region, comprising steps of:
   providing at least one foreground map; and
   calculating the total number of the objects contained in the at least one foreground map according to an identifying condition based on one of respective highest heights of the objects and respective areas of the highest height of the objects.

17. The method according to claim 16, wherein the region is located within a sensing range of an infrared depth sensor.

18. The method according to claim 16, wherein the respective highest heights are the highest portions of the respective objects after superposing the at least one foreground map.

19. The method according to claim 16, further comprising a step of filtering out a noise of the foreground depth map.

* * * * *