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假設 $A$ 和 $B$ 分別是 $n$ 階和 $m$ 階的矩陣，則 $w(A \otimes B) \leq \|A\|w(B)$ 早已知成立，其中 $w(\cdot)$ 和 $\|\cdot\|$ 分別表示相關矩陣的數值半徑和算子範數。在本篇論文中，我們考慮此不等式何時成一等式。我們證明：(一)假設 $\|A\| = 1$ 且 $w(A \otimes B) = w(B)$，則下列二條件之一成立：(i) $A$ 有一酉部份，(ii) $A$ 完全沒有酉部份且 $B$ 的數值域 $w(B)$ 是一個中心點為原點的圓盤，(二)設 $\|A\| = \|A^{k}\| = 1$，其中 $k$ 是某一固定的正整數，則 $w(A) \geq \cos(\pi / (k + 2))$。並且此處等號成立的充份必要條件是 $A$ 酉相似於 $J_{k+1}$ 和 $B$ 的直和，這裡 $J_{k+1}$ 表示 $k+1$ 階的約當塊，而 $B$ 係一矩陣滿足 $w(B) \leq \cos(\pi / (k + 2))$，且(三)假設 $B$ 是一非負矩陣且其實部份是排列不可約的，則 $w(A \otimes B) = \|A\|w(B)$ 成立的充要必要條件是 $p_a = \infty$ 或者 $n_a \leq p_a < \infty$ 且 $B$ 排列相似於一個塊狀移位矩陣，其中 $p_a$ 係使得 $\|A^l\| = \|A\|$ 成立的最大 $l$，而 $n_a$ 是使得 $B'$ 不為零的最大 $l$。
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For $n$-by-$n$ and $m$-by-$m$ complex matrices $A$ and $B$, it is known that the inequality $w(A \otimes B) \leq \|A\|w(B)$ holds, where $w(\cdot)$ and $\|\cdot\|$ denote, respectively, the numerical radius and the operator norm of a matrix. In this paper, we consider when this becomes an equality. We show that (1) if $\|A\| = 1$ and $w(A \otimes B) = w(B)$, then one of the following two conditions holds: (i) $A$ has a unitary part, and (ii) $A$ is completely nonunitary and the numerical range $W(B)$ of $B$ is a circular disc centered at the origin, (2) if $\|A\| = \|A^k\| = 1$ for some $k$, $1 \leq k < \infty$, then $w(A) \geq \cos(\pi/(k + 2))$, and, moreover, the equality holds if and only if $A$ is unitarily similar to the direct sum of the $(k+1)$-by-$(k+1)$ Jordan block $J_{k+1}$ and a matrix $B$ with $w(B) \leq \cos(\pi/(k + 2))$, and (3) if $B$ is a nonnegative matrix with its real part (permutationally) irreducible, then $w(A \otimes B) = \|A\|w(B)$ if and only if either $p_A = \infty$ or $n_B \leq p_A < \infty$ and $B$ is permutationally similar to a block-shift matrix

$$
\begin{bmatrix}
0 & B_1 \\
& \ddots \\
& & \ddots & B_k \\
& & & 0
\end{bmatrix}
$$

with $k = n_B$, where $p_A = \sup\{\ell \geq 1 : \|A^\ell\| = \|A\|^\ell\}$ and $n_B = \sup\{\ell \geq 1 : B^\ell \neq 0\}$.
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1. Introduction and Preliminaries

For any $n$-by-$n$ complex matrix $A$, its \textit{numerical range} $W(A)$ is, by definition, the subset \{$(Ax, x) : x \in \mathbb{C}^n, \|x\| = 1$\} of the complex plane $\mathbb{C}$, where $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ denote the standard inner product and its associated norm in $\mathbb{C}^n$, respectively. The \textit{numerical radius} $w(A)$ of $A$ is $\max\{|z| : z \in W(A)\}$. It is known that $W(A)$ is a nonempty compact convex subset of $\mathbb{C}$, and $w(A)$ satisfies $\|A\|/2 \leq w(A) \leq \|A\|$, where $\|A\|$ denotes the usual operator norm of $A$. For other properties of the numerical range and numerical radius, the reader may consult [7], [9, Chapter 22] or [12, Chapter 1].

The \textit{tensor product} (or \textit{Kronecker product}) $A \otimes B$ of an $n$-by-$n$ matrix $A = [a_{ij}]_{i,j=1}^n$ and an $m$-by-$m$ matrix $B$ is the $(mn)$-by-$(mn)$ matrix

\[
\begin{bmatrix}
a_{11}B & \cdots & a_{1n}B \\
\vdots & \ddots & \vdots \\
a_{n1}B & \cdots & a_{nn}B
\end{bmatrix}.
\]

It is known that $A \otimes B$ and $B \otimes A$ are unitarily similar and $\|A \otimes B\| = \|A\| \cdot \|B\|$. Other properties of the tensor product can be found in [12, Chapter 4].

The main concern of this paper is the relations between the numerical radius of $A \otimes B$ and those of $A$ and $B$. For one direction, we have $w(A \otimes B) \leq \min\{\|A\|w(B), \|B\|w(A)\}$. This can be proven by using the unitary dilation of contractions, as to be done below. On the other hand, we also have $w(A \otimes B) \geq w(A)w(B)$. We are interested in when these become equalities. In the present paper, we obtain various conditions, necessary or sufficient, for $w(A \otimes B) = \|A\|w(B)$ to hold. The discussions on the equality $w(A \otimes B) = w(A)w(B)$ will be the subject of a subsequent paper of ours.

For the ease of exposition, we introduce two indices for an $n$-by-$n$ matrix $A$: the \textit{power norm index} $p_A$ and \textit{nilpotency index} $n_A$ of $A$. They are defined, respectively, by

$$p_A = \sup \{k \geq 1 : \|A^k\| = \|A\|^k \}$$

and

$$n_A = \begin{cases} 
\sup \{k \geq 1 : A^k \neq 0_n \} & \text{if } A \neq 0_n, \\
0 & \text{if } A = 0_n.
\end{cases}$$
where $0_n$ denotes the $n$-by-$n$ zero matrix.

We start in Section 2 by proving that if $\|A\| = 1$ and $w(A \otimes B) = w(B)$, then either (i) $A$ has a unitary part, or (ii) $A$ is completely nonunitary and $W(B)$ is a circular disc centered at the origin (Theorem 2.2). The proof depends on the dilation of $A$ to a direct sum of $S_\ell$-matrices with $\ell \leq n$, the Poncelet property of the numerical ranges of matrices of the latter class, and Anderson’s theorem on the circular disc numerical range. As a by-product, we obtain a lower bound for $w(A) = w(A^k)$ when $A$ satisfies $\|A\| = \|A^k\| = 1$ for some $k$, $1 \leq k < n$: $w(A) \geq \cos(\pi/(k+2))$, and determine exactly when this bound is attained: this is the case if and only if $A$ is unitarily similar to $J_{k+1} \oplus B$, where $J_{k+1}$ is the $(k+1)$-by-$(k+1)$ Jordan block

$$
\begin{bmatrix}
0 & 1 \\
0 & \ddots \\
& \ddots & 1 \\
& & 0
\end{bmatrix}
$$

and $B$ is a finite matrix with $w(B) \leq \cos(\pi/(k+2))$ (Theorem 2.10). This generalizes the classical result of Williams and Crimmins [17] for $k = 1$. We conclude Section 2 with a result on nilpotent contractions, namely, we prove that if $A$ is an $n$-by-$n$ matrix with $\|A\| = 1$, then a necessary and sufficient condition for $p_A = n_A < \infty$ to hold is that $A$ be unitarily similar to a direct sum $J_{k+1} \oplus B$, where $k = p_A$ and $B^{k+1} = 0$ (Theorem 2.13).

Finally, in Section 3, we consider $B$ to be a nonnegative matrix with $\text{Re } B = (B + B^*)/2$ (permutationally) irreducible. We obtain in Theorem 3.1 a complete characterization for $w(A \otimes B) = \|A\|w(B)$, namely, this is the case if and only if either $p_A = \infty$ or $n_B \leq p_A < \infty$ and $B$ is permutationally similar to a block-shift matrix of the form

$$
\begin{bmatrix}
0 & B_1 \\
0 & \ddots \\
& \ddots & B_k \\
& & 0
\end{bmatrix}
$$

with $k = n_B$.

As was mentioned before, the inequality $w(A \otimes B) \leq \|A\|w(B)$ for $n$-by-$n$ and $m$-by-$m$ matrices $A$ and $B$ is known. It is a consequence of [10, Theorem 3.4] because $A \otimes B$ is the product of $A \otimes I_m$ and $I_n \otimes B$, and the latter two matrices doubly
commute, that is, $A \otimes I_m$ commutes with both $I_n \otimes B$ and its adjoint $I_n \otimes B^\ast$. Here we give a simple proof based on the unitary dilation of contractions.

**Proposition 1.1.** If $A$ and $B$ are $n$-by-$n$ and $m$-by-$m$ matrices, respectively, then $w(A \otimes B) \leq \min\{\|A\|w(B), \|B\|w(A)\}$.

**Proof.** We need only prove that $w(A \otimes B) \leq \|A\|w(B)$, and may assume that $\|A\| = 1$. Then the $(2n)$-by-$(2n)$ matrix

$$U = \begin{bmatrix} A & (I_n - AA^\ast)^{1/2} \\ (I_n - A^\ast A)^{1/2} & -A^\ast \end{bmatrix}$$

is unitary. Let $U$ be unitarily similar to the diagonal matrix $\text{diag} (u_1, \ldots, u_{2n})$, where $|u_j| = 1$ for all $j$. Then

$$w(A \otimes B) \leq w(U \otimes B) = w(\sum_{j=1}^{2n} \oplus u_j B) = \max_j w(u_j B) = w(B) = \|A\|w(B) \quad \square$$

We conclude this section with some basic properties of the indices $p_A$ and $n_A$ of a matrix $A$.

**Proposition 1.2.** Let $A$ be an $n$-by-$n$ matrix. Then

(a) $1 \leq p_A \leq n - 1$ or $p_A = \infty$,

(b) $p_A = n - 1$ if and only if $A$ is a nonzero multiple of a $S_n$-matrix, and

(c) the following conditions are equivalent:

1. $p_A = \infty$,
2. $\|A\| = \rho(A)$,
3. $\|A\| = w(A)$,

and if $\|A\| = 1$, then the above are also equivalent to

4. $A$ has a unitary part.

Here $\rho(A)$ denotes the spectral radius of $A$, that is, $\rho(A)$ is the maximum modulus of the eigenvalues of $A$.

Recall that an $n$-by-$n$ matrix $A$ is of class $S_n$ if it is a contraction ($\|A\| \leq 1$), its eigenvalues are all in $\mathbb{D} \equiv \{z \in \mathbb{C} : |z| < 1\}$, and rank $(I_n - A^\ast A) = 1$. Any contraction $A$ is unitarily similar to the direct sum of a unitary matrix $U$, called the unitary part of $A$, and a completely nonunitary contraction $A'$, called the c.n.u. part of $A$. The latter means that $A'$ is not unitarily similar to any direct sum with a unitary summand.
Proof of Proposition 1.2. (a) was obtained by Pták in 1960 (cf [15, Theorem 2.1]) and (b) was proven in [4, Theorem 3.1]. As for (c), the implication (1) ⇒ (2) is by [9, Problem 88], (2) ⇒ (3) by the known inequalities ρ(A) ≤ w(A) ≤ ∥A∥, (3) ⇒ (2) by [9, Problem 218 (b)], and (2) ⇒ (1) by the inequalities ρ(A) ≤ ∥A^k∥^{1/k} ≤ ∥A∥ for all k ≥ 1. If ∥A∥ = ρ(A) = 1, then, letting λ be an eigenvalue of A with |λ| = 1, we have the unitary similarity of A and a matrix of the form \[
\begin{bmatrix}
\lambda & B \\
0 & C
\end{bmatrix}\]. Since ∥A∥ = |λ| = 1 implies that B = 0, A is unitarily similar to [λ] ⊕ C and thus has a unitary part. This proves (2) ⇒ (4). That (4) ⇒ (2) is trivial. □

Proposition 1.3. Let A be an n-by-n matrix. Then

(a) 0 ≤ n_A ≤ n − 1 or n_A = ∞,
(b) n_A = n − 1 if and only if A is similar to the n-by-n Jordan block J_n,
(c) n_A = ∞ if and only if A is not nilpotent, and
(d) p_A ≤ n_A for A ≠ 0_n.

We omit its easy proofs.

In the following, we use σ(A) to denote the spectrum of A, that is, σ(A) is the set of eigenvalues of A. An n-by-n matrix A is a dilation of an m-by-m matrix B (or B is a compression of A) if there is an n-by-m matrix V such that B = V^*AV and V^*V = I_m. This is equivalent to A being unitarily similar to a matrix of the form \[
\begin{bmatrix}
B & * \\
* & *
\end{bmatrix}\].

2. Contractions

We start with a simple condition which yields the equality w(A ⊗ B) = ∥A∥w(B).

Lemma 2.1. If A is an n-by-n matrix with p_A = ∞, then w(A ⊗ B) = ∥A∥w(B) for any m-by-m matrix B. In particular, this is the case for A a contraction with a unitary part.

Proof. Since p_A = ∞ implies, by Proposition 1.2 (c), that ∥A∥ = w(A). If λ is a number in W(A) with |λ| = w(A), then |λ| = ∥A∥. Since A is unitarily similar to a matrix of the form \[
\begin{bmatrix}
\lambda & * \\
* & *
\end{bmatrix}\], we have the unitary similarity of A ⊗ B and \[
\begin{bmatrix}
\lambda B & * \\
* & *
\end{bmatrix}\]. It follows that ∥A∥w(B) = w(λB) ≤ w(A ⊗ B). On the other hand, we also have w(A ⊗ B) ≤ ∥A∥w(B) by Proposition 1.1. Thus w(A ⊗ B) = ∥A∥w(B) holds. □
The next theorem is one of the main results of this section. It gives a necessary condition for the equality $w(A \otimes B) = \|A\|w(B)$.

**Theorem 2.2.** Let $A$ and $B$ be $n$-by-$n$ and $m$-by-$m$ matrices, respectively. If $\|A\| = 1$ and $w(A \otimes B) = w(B)$, then one of the following two conditions holds: (i) $A$ has a unitary part, and (ii) $A$ is c.n.u. and $W(B)$ is a circular disc centered at the origin.

We first prove this for the case when $A$ is an $S_n$-matrix. The numerical ranges of such matrices are known to have the Poncelet property, namely, if $A$ is of class $S_n$, then, for any point $\lambda$ on the unit circle $\partial \mathbb{D}$, there is a unique (up to unitary similarity) $(n+1)$-by-$(n+1)$ unitary dilation $U$ of $A$ such that $\lambda$ is an eigenvalue of $U$ and each edge of the $(n+1)$-gon $\partial W(U)$ intersects $W(A)$ at exactly one point (cf. [2, Theorem 2.1 and Lemma 2.2]).

**Lemma 2.3.** Let $A$ be an $S_n$-matrix and $B$ an $m$-by-$m$ matrix. If $w(A \otimes B) = w(B)$, then $W(B)$ is a circular disc centered at the origin.

**Proof.** Let $U_1, \ldots, U_{m+1}$ be $(n+1)$-by-$(n+1)$ unitary dilations of $A$ with $\sigma(U_i) \cap \sigma(U_j) = \emptyset$ for all $i$ and $j$, $1 \leq i \neq j \leq m+1$. We may assume that $U_j = \text{diag}(\lambda_{1j}, \ldots, \lambda_{n+1,j})$ for each $j$, where $|\lambda_{ij}| = 1$ for all $i$ and $j$. Let $V_j$ be an $(n+1)$-by-$n$ matrix such that $A = V_j^* U_j V_j$ and $V_j^* V_j = I_n$ for each $j$. Since $\|A\| = 1$ and

$$w(A \otimes \lambda B) = w(A \otimes B) = w(B) = w(\lambda B)$$

for any $\lambda$, $|\lambda| = 1$, we may further assume that $w(B)$ is in $W(A \otimes B)$. Let $x$ be a unit vector in $\mathbb{C}^n \otimes \mathbb{C}^m$ such that $((A \otimes B)x, x) = w(B)$. We decompose $(V_j \otimes I_m)x$ as $y_{1j} \oplus \cdots \oplus y_{n+1,j}$ with $y_{ij}$, $1 \leq i \leq n+1$, in $\mathbb{C}^m$ for each $j$. Then

$$w(B) = \langle (A \otimes B)x, x \rangle$$

$$= \langle (U_j \otimes B)(V_j \otimes I_m)x, (V_j \otimes I_m)x \rangle$$

$$= \langle (\lambda_{1j}B \oplus \cdots \oplus \lambda_{n+1,j}B)(y_{1j} \oplus \cdots \oplus y_{n+1,j}), y_{1j} \oplus \cdots \oplus y_{n+1,j} \rangle$$

$$= \sum_{i=1}^{n+1} \langle \lambda_{ij}B y_{ij}, y_{ij} \rangle$$

$$\leq \sum_{i=1}^{n+1} |\langle By_{ij}, y_{ij} \rangle|.$$
Letting $\eta_{ij} = \langle B(y_{ij}/\|y_{ij}\|), y_{ij}/\|y_{ij}\| \rangle$ for each $y_{ij} \neq 0$, we obtain

$$w(B) = \sum_{y_{ij} \neq 0} \lambda_{ij} \|y_{ij}\|^2 \eta_{ij} \leq \sum_{y_{ij} \neq 0} \|y_{ij}\|^2 |\eta_{ij}| \leq \sum_{y_{ij} \neq 0} \|y_{ij}\|^2 w(B) = w(B)$$

since

$$\sum_{i} \|y_{ij}\|^2 = \|(V_j \otimes I_m)x\|^2 = \|x\|^2 = 1.$$  

Thus we have equalities throughout the above sequence, which yields that $w(B) = \lambda_{ij} \eta_{ij}$ for $y_{ij} \neq 0$. Since $\sum_i \|y_{ij}\|^2 = 1$, this must hold for at least one $i$, say, $i_j$. Hence $\bar{\lambda}_{i_j}w(B) = \eta_{i_j, j}$ is in $\partial W(B)$ for each $j$. Note that such $\bar{\lambda}_{i_j}w(B)$'s, $1 \leq j \leq m + 1$, are distinct from each other by our assumption on the disjointness of the spectra of the $U_j$'s. This shows that the boundary of $W(B)$ and the circle $|z| = w(B)$ intersect at at least $m + 1$ points. Since $W(B)$ is contained in $\{z \in \mathbb{C} : |z| \leq w(B)\}$, we apply Anderson’s theorem (cf. [3, Theorem] or [20]) to infer that $W(B) = \{z \in \mathbb{C} : |z| \leq w(B)\}$. \hfill $\Box$

**Proof of Theorem 2.2.** We assume that $A$ is c.n.u. Then $A$ can be dilated to the direct sum $A' \oplus \cdots \oplus A'$ of rank $(I_n - A^*A)$ many copies of some $S_\ell$-matrix $A'$ with $\ell \leq n$ (cf. [18, Theorem 1.4] or [21, Lemma 3 (a)]). Hence $A \otimes B$ dilates to $(A' \oplus \cdots \oplus A') \otimes B = (A' \otimes B) \oplus \cdots \oplus (A' \otimes B)$. We have

$$w(B) = w(A \otimes B) \leq w((A' \otimes B) \oplus \cdots \oplus (A' \otimes B)) = w(A' \otimes B) \leq \|A'\|w(B) = w(B).$$

Thus $w(A' \otimes B) = w(B)$. It follows from Lemma 2.3 that $W(B)$ is a circular disc centered at the origin. \hfill $\Box$

An easy consequence of Theorem 2.2 is that the converse of Lemma 2.1 is also true.

**Corollary 2.4.** For an $n$-by-$n$ matrix $A$, the equality $w(A \otimes B) = \|A\|w(B)$ holds for all matrices $B$ if and only if $p_A = \infty$.

**Proof.** For the necessity, assume that $\|A\| = 1$ and let $B$ be any matrix with its numerical range not a circular disc centered at the origin. Theorem 2.2 yields that $A$ has a unitary part. Then $p_A = \infty$ follows immediately. \hfill $\Box$

In Theorem 2.2, if $B$ is the Jordan block $J_m$, then we have the following characterizations for $w(A \otimes B) = \|A\|w(B)$. 
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Theorem 2.5. Let $A$ be an $n$-by-$n$ matrix with $\|A\| = 1$. Then the following conditions are equivalent:

(a) $W(A \otimes J_m) = W(J_m)$,
(b) $w(A \otimes J_m) = w(J_m)$,
(c) $A \otimes J_m$ is unitarily similar to $J_m \oplus B$ for some matrix $B$ with $w(B) \leq w(J_m)$, and
(d) $\|A^{m-1}\| = 1$.

If, in addition, $n = m$, then the above conditions are also equivalent to

(e) either $A$ has a unitary part or $A$ is of class $S_n$, and
(f) $p_A = \infty$ or $n - 1$.

Note that $W(J_m) = \{z \in \mathbb{C} : |z| \leq \cos(\pi/(m + 1))\}$ (cf. [8, Proposition 1]).

Proof of Theorem 2.5. The implication (a) $\Rightarrow$ (b) is trivial. To prove (b) $\Rightarrow$ (c), note that $(A \otimes J_m)^m = A^m \otimes J_m^m = 0_{nm}$ and $\|A \otimes J_m\| = \|A\|\|J_m\| = 1$. If $x$ is a unit vector in $\mathbb{C}^n \otimes \mathbb{C}^m$ such that $|(A \otimes J_m)x, x| = w(A \otimes J_m)$, then $w(A \otimes J_m) = w(J_m) = \cos(\pi/(m + 1))$ implies that the subspace $K$ of $\mathbb{C}^n \otimes \mathbb{C}^m$ generated by the vectors $x, (A \otimes J_m)x, \ldots, (A \otimes J_m)^{m-1}x$ is reducing for $A \otimes J_m$, and the restriction of $A \otimes J_m$ to $K$ is unitarily similar to $J_m$ (cf. [8, Theorem 1 (2)]). Hence $A \otimes J_m$ is unitarily similar to $J_m \oplus B$, where $B$ is the restriction of $A \otimes J_m$ to $K^\perp$. We obviously have $w(B) \leq w(A \otimes J_m) = w(J_m)$.

For (c) $\Rightarrow$ (d), note that $A^{m-1} \otimes J_m^{m-1}$ is unitarily similar to $J_m^{m-1} \oplus B^{m-1}$ under (c). Hence

$$\|A^{m-1}\| = \|A^{m-1} \otimes J_m^{m-1}\| = \|J_m^{m-1} \oplus B^{m-1}\| = \max\{\|J_m^{m-1}\|, \|B^{m-1}\|\} = 1.$$ 

To prove (d) $\Rightarrow$ (c), let $x$ be a unit vector in $\mathbb{C}^n$ such that $\|A^{m-1}x\| = 1$. Then $\|A^{m-j}x\| = 1$ for all $j$, $1 \leq j \leq m$. Let $\{e_1, \ldots, e_m\}$ be the standard basis for $\mathbb{C}^m$, let $x_j = A^{m-j}x \otimes e_j$, $1 \leq j \leq m$, and let $K$ be the subspace of $\mathbb{C}^n \otimes \mathbb{C}^m$ generated by $x_1, \ldots, x_m$. Then $(A \otimes J_m)x_1 = 0$ and $(A \otimes J_m)x_j = x_{j-1}$ for $2 \leq j \leq m$. Since $\{x_1, \ldots, x_m\}$ is an orthonormal basis of $K$, this shows that $(A \otimes J_m)K \subseteq K$ and the restriction of $A \otimes J_m$ to $K$ is unitarily similar to $J_m$. On the other hand, it follows from $\|A \otimes J_m\| = \|A\|\|J_m\| = 1$ and

$$(A \otimes J_m)^*x_m = (A^* \otimes J_m^*) (x \otimes e_m) = (A^*x) \otimes (J_m^*e_m) = (A^*x) \otimes 0 = 0$$

that $K$ is reducing for $A \otimes J_m$, and hence $A \otimes J_m$ is unitarily similar to $J_m \oplus B$,
where $B$ is the restriction of $A \otimes J_m$ to $K^\perp$. Obviously, we have

$$w(B) \leq w(A \otimes J_m) \leq \|A\|w(J_m) = w(J_m).$$

To prove (c) $\Rightarrow$ (a), note that the unitary similarity of $J_m$ and $e^{i\theta}J_m$ for all real $\theta$ implies the same for $A \otimes J_m$ and $e^{i\theta}(A \otimes J_m)$. Thus $W(A \otimes J_m)$ is a circular disc centered at the origin. (c) implies that $w(A \otimes J_m) = w(J_m)$, which means that the radii of the two circular discs $W(A \otimes J_m)$ and $W(J_m)$ are equal. Therefore, $W(A \otimes J_m) = W(J_m)$ holds.

Now assume that $n = m$ and that $\|A^{n-1}\| = 1$. If $\|A^n\| = 1$, then $p_A = \infty$ and hence $A$ has a unitary part by Proposition 1.2 (a) and (c). On the other hand, if $\|A^n\| < 1$, then $A$ is of class $S_n$ by [4, Theorem 3.1]. This shows that (d) $\Rightarrow$ (e). Next, if (e) is true, then $p_A = \infty$ or $n - 1$ depending on whether $A$ has a unitary part or $A$ is of class $S_n$ (cf. [4, Theorem 3.1] for the latter). This proves (f). Finally, if $p_A = \infty$, then $\|A^k\| = 1$ for all $k \geq 1$, and, in particular, $\|A^{n-1}\| = 1$. On the other hand, if $p_A = n - 1$, then $\|A^{n-1}\| = \|A\|^{n-1} = 1$. This proves (f) $\Rightarrow$ (d).

The next proposition gives a characterization of $w(A \otimes B) = \|A\|w(B)$ when $B$ is of class $S_m$.

**Proposition 2.6.** Let $A$ be an $n$-by-$n$ matrix with $\|A\| = 1$, and $B$ be an $S_m$-matrix. Then $w(A \otimes B) = w(B)$ if and only if either (i) $A$ has a unitary part, or (ii) $A$ is c.n.u., $\|A^{m-1}\| = 1$ and $B$ is unitarily similar to $J_m$.

Its proof depends on a special property of $S_n$-matrices. The following lemma is from [19, Lemma 5]. Here we give a shorter geometric proof.

**Lemma 2.7.** Let $A$ be an $S_n$-matrix. Then $W(A)$ is a circular disc centered at the origin if and only if $A$ is unitarily similar to $J_n$.

**Proof.** If $W(A)$ is as asserted, then the Poncelet property of $W(A)$ says that it is circumscribed by $(n + 1)$-gons with vertices on the unit circle. As the circular disc $\{z \in \mathbb{C} : |z| \leq \cos(\pi/(n + 1))\} = W(J_n)$ is circumscribed by any regular $(n + 1)$-gon on the unit circle, if the radius of $W(A)$ is not equal to $\cos(\pi/(n + 1))$, then we infer from a geometrical consideration that $W(A)$ cannot have the Poncelet property. Thus $W(A)$ must equal $W(J_n)$. The unitary similarity of $A$ and $J_n$ then follows from [2, Theorem 3.2]. The converse is trivial.
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Proof of Proposition 2.6. If \( w(A \otimes B) = w(B) \), then, by Theorem 2.2, either \( A \) has a unitary part or \( A \) is c.n.u. and \( W(B) \) is a circular disc centered at the origin. In the latter case, Lemma 2.7 yields the unitary similarity of \( B \) and \( J_m \), and then Theorem 2.5 gives \( \|A^{m-1}\| = 1 \). The converse also follows from Theorem 2.5. \( \square \)

Note that, under the conditions of Proposition 2.6, if \( A \) is c.n.u., then we automatically have \( m \leq n \). This is because if, otherwise, \( m > n \), then \( \|A^{m-1}\| = 1 \) yields, by Proposition 1.2 (a) and (c), that \( A \) has a unitary part.

A specific example of the results obtained so far is in the next proposition.

**Proposition 2.8.** Let \( n \) and \( m \) be positive integers. Then \( W(J_n \otimes J_m) = W(J_\ell) \), where \( \ell = \min\{n, m\} \), and thus \( w(J_n \otimes J_m) = \min\{w(J_n), w(J_m)\} \).

**Proof.** Assume that \( m \leq n \). Since the principal submatrix of \( J_n \otimes J_m \) formed by its rows and columns numbered \( 1, m + 2, 2m + 3, \ldots, \) and \( (m - 1)m + m \) is \( J_m \), we have that \( J_n \otimes J_m \) is a dilation of \( J_m \). Thus \( w(J_m) \leq w(J_n \otimes J_m) \). The reversed inequality \( w(J_n \otimes J_m) \leq \|J_n\|w(J_m) = w(J_m) \) is by Proposition 1.1. Therefore, \( w(J_n \otimes J_m) = w(J_m) \) holds. As was seen in the proof of (c) \( \Rightarrow \) (a) in Theorem 2.5, \( W(J_n \otimes J_m) \) is a circular disc centered at the origin. Thus the equality of \( w(J_n \otimes J_m) \) and \( w(J_m) \) implies that of \( W(J_n \otimes J_m) \) and \( W(J_m) \). \( \square \)

Besides \( S_n \)-matrices, another generalization of the Jordan blocks is the companion matrices. Recall that a companion matrix is one of the form

\[
\begin{bmatrix}
0 & 1 & & \\
& 0 & 1 & \\
& & \ddots & \\
& & & 0 & 1 \\
-a_n & -a_{n-1} & \cdots & -a_2 & -a_1
\end{bmatrix},
\]

whose characteristic and minimal polynomials are both equal to \( z^n + \sum_{j=1}^{n} a_j z^{n-j} \).

The numerical ranges of such matrices have been studied in [1, 5, 6].

**Proposition 2.9.** Let \( A \) be an \( n \)-by-\( n \) (\( n \geq 2 \)) companion matrix. Then the following conditions are equivalent:

(a) \( w(A \otimes A) = \|A\|w(A) \),

(b) \( W(J_n \otimes J_n) = W(J_n) \).

(c) \( W(A^m) = W(A) \).
(b) one of the following holds: (i) $A$ is unitary, (ii) $A = J_n$, or (iii) $A$ is unitarily similar to a direct sum $[a \omega_n^j] \oplus B$, where $|a| > 1$, $\omega_n = e^{i(2\pi/n)}$, $0 \leq j \leq n-1$, and $B$ is an $S_{n-1}$-matrix with eigenvalues $(1/\alpha)\omega_n^k$, $0 \leq k \leq n-1$ and $k \neq j$, and

(c) $p_A = n_A = \infty$ or $n-1$.

Proof. To prove (a) $\Rightarrow$ (b), let $A' = A/\|A\|$. Then (a) gives $w(A' \otimes A') = w(A')$. By Theorem 2.2, either $A'$ has a unitary part or it is c.n.u. with numerical range a circular disc centered at the origin. In the former case, either $A$ is normal or is unitarily similar to a matrix of the form $[a \omega_n^j] \oplus B$, where $|a| = \|A\| \geq 1$ and $B$ is of size $n-1$ with eigenvalues $(1/\alpha)\omega_n^k$, $0 \leq k \leq n-1$ and $k \neq j$ (cf. [5, Theorem 1.1 and Corollary 1.3]). If $A$ is normal or $|a| = 1$, then $A$ is unitary by [5, Corollary 1.2]. Hence we may assume that $|a| > 1$. Thus the eigenvalues of $B$ are all contained in $\mathbb{D}$. Moreover, by [1, Theorem 2.1], we have rank $(I_{n-1} - B^*B) = 1$. These two together imply, by way of the singular value decomposition of $B$, that $\|B\| = 1$. Hence $B$ is of class $S_{n-1}$. On the other hand, if it is the latter case, then $W(A)$ is also a circular disc centered at the origin. Therefore, $A = J_n$ by [5, Theorem 2.9]. This proves (b).

For (b) $\Rightarrow$ (c), if $A$ is unitary (resp., $A = J_n$), then, obviously, $p_A = n_A = \infty$ (resp., $p_A = n_A = n-1$). On the other hand, if $A$ is unitarily similar to the asserted $[a \omega_n^j] \oplus B$, then $\|A\| = \max\{|a|, \|B\|\} = |a| = \rho(A)$. Thus $p_A = n_A = \infty$ by Proposition 1.2 (c) and 1.3.

Finally, for (c) $\Rightarrow$ (a), if $p_A = n_A = \infty$, then (a) is a consequence of Lemma 2.1. On the other hand, if $p_A = n_A = n-1$, then $A^n = 0_n$. This implies that $A = J_n$ and thus (a) holds by Proposition 2.8. □

The next theorem is a consequence of Theorem 2.5. It gives a lower bound, in terms of $p_A$, for $w(A)$ when $A$ is an $n$-by-$n$ matrix with $\|A\| = 1$.

**Theorem 2.10.** If $A$ is an $n$-by-$n$ matrix with $\|A\| = \|A^k\| = 1$ for some $k \geq 1$, then $w(A) \geq \cos(\pi/(k+2))$. Moreover, in this case, the following conditions are equivalent:

(a) $w(A) = \cos(\pi/(k+2))$,
(b) $A$ is unitarily similar to $J_{k+1} \oplus B$, where $B$ is a finite matrix with $w(B) \leq \cos(\pi/(k+2))$, and
(c) $W(A) = \{z \in \mathbb{C} : |z| \leq \cos(\pi/(k+2))\}$. 
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For the proof of (a) \(\Rightarrow\) (b), we need the following lemma.

**Lemma 2.11.** Let

\[
A = \begin{bmatrix}
0 & a_1 \\
0 & \ddots \\
& \ddots & a_{n-2} \\
& 0 & a_{n-1} \\
& & & a
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
0 & a_1 \\
0 & \ddots \\
& \ddots & a_{n-2} \\
& 0 & a_{n-1} \\
& & & a
\end{bmatrix}
\]

be \(n\)-by-\(n\) and \((n-1)\)-by-\((n-1)\) matrices, respectively, where \(n \geq 2\) and \(a_j\) is nonzero for all \(j\). Then \(w(A) > w(B)\).

**Proof.** We prove this by induction on \(n\). If \(n = 2\), then \(A = \begin{bmatrix} 0 & a_1 \\ 0 & a \end{bmatrix}\) and \(B = [0]\), in which case we obviously have \(w(A) > 0 = w(B)\). Assume now that the assertion is true for the matrix \(A\) of size at most \(n - 1\) \((n \geq 3)\), and let \(A\) and \(B\) be of the above form. By considering \(e^{i\theta}A\) for a suitable real \(\theta\) instead of \(A\), we may assume that \(w(A)\) equals the largest eigenvalue of \(\text{Re} A\). Let

\[
C = \begin{bmatrix}
0 & a_1 \\
0 & \ddots \\
& \ddots & a_{n-3} \\
& 0 & a_{n-1} \\
& & & a
\end{bmatrix},
\]

and let \(p(z)\), \(q(z)\) and \(r(z)\) be the characteristic polynomials of \(\text{Re} A\), \(\text{Re} B\) and \(\text{Re} C\), respectively. We expand the determinant of

\[
\begin{bmatrix}
z & -a_1/2 \\
-\bar{a}_1/2 & z & \ddots \\
& \ddots & \ddots & \ddots \\
& & \ddots & z & -a_{n-1}/2 \\
& & & -\bar{a}_{n-1}/2 & z - \text{Re} a
\end{bmatrix}
\]

by minors on its last row to obtain \(p(z) = (z - \text{Re} a)q(z) - (|a_{n-1}|^2/4)r(z)\). Let \(\alpha\), \(\beta\) and \(\gamma\) be the largest eigenvalues of \(\text{Re} A\), \(\text{Re} B\) and \(\text{Re} C\), respectively. Then \(\alpha = w(A)\), \(\beta = w(B)\) and \(\gamma = w(C)\). Since \(\text{Re} B\) (resp., \(\text{Re} C\)) is a principal submatrix of \(\text{Re} A\) (resp., \(\text{Re} B\)), we have \(\beta \leq \alpha\) (resp., \(\gamma \leq \beta\)). Assume that
α = β. Then the above equation yields

\[ 0 = p(\alpha) = (\alpha - \text{Re } a)q(\beta) - \frac{1}{4}|a_{n-1}|^2\gamma(\beta) = -\frac{1}{4}|a_{n-1}|^2\gamma(\beta). \]

Since \( a_{n-1} \neq 0 \) and β is larger than or equal to all eigenvalues of \( \text{Re } C \), we infer from \( \gamma(\beta) = 0 \) that \( \beta = \gamma \) or \( w(B) = w(C) \). This contradicts our induction hypothesis for \( B \) and \( C \). Hence we must have \( \alpha > \beta \) or \( w(A) > w(B) \).

Proof of Theorem 2.10. By Theorem 2.5, the assumption \( \|A\| = \|A^k\| = 1 \) implies that \( w(A \otimes J_{k+1}) = w(J_{k+1}) \). Hence

\[ w(A) = \|J_{k+1}\|w(A) \geq w(A \otimes J_{k+1}) = w(J_{k+1}) = \cos \frac{\pi}{k+2} \]

as asserted.

We now prove the equivalence of (a), (b) and (c). The implications (b) ⇒ (c) and (c) ⇒ (a) are trivial. To prove (a) ⇒ (b), let \( x \) be a unit vector in \( \mathbb{C}^n \) such that \( \|A^kx\| = 1 \). Then \( \|A^jx\| = 1 \) for all \( j \), \( 0 \leq j \leq k \). We now check that \( A^{k+1}x = 0 \).

Assuming otherwise that \( \|A^{k+1}x\| > 0 \), let \( u_t = [u_{t1} \ldots u_{t,k+2}]^T \) in \( \mathbb{C}^{k+2} \otimes \mathbb{C}^n \), where

\[
  u_{tj} = \begin{cases} 
    \sqrt{1-t^2} \frac{A^{k+1}x}{\|A^{k+1}x\|} & \text{if } j = 1, \\
    t \sqrt{\frac{2}{k+2}} \sin \frac{(j-1)\pi}{k+2} A^{k-j+2}x & \text{if } j = 2, \ldots, k+2 
  \end{cases}
\]

for any \( t \), \( 0 < t < 1 \). Note that

\[
  v = \sqrt{\frac{2}{k+2}} \left[ \sin \frac{\pi}{k+2} \sin \frac{2\pi}{k+2} \ldots \sin \frac{(k+1)\pi}{k+2} \right]^T
\]

is a unit vector in \( \mathbb{C}^{k+1} \) with \( \langle J_{k+1}v, v \rangle = \cos(\pi/(k+2)) \) (cf. [8, Proposition 1 (3)]). Hence \( \|u_t\| = \left( (1-t^2) + t^2\|v\|^2 \right)^{1/2} = 1 \), and

\[
  \langle (J_{k+2} \otimes A)u_t, u_t \rangle = t \sqrt{1-t^2} \sqrt{\frac{2}{k+2}} \sin \frac{\pi}{k+2} \|A^{k+1}x\| \\
  + t^2 \left( \frac{2}{k+2} \sum_{j=1}^{k} \sin \frac{j\pi}{k+2} \sin \frac{(j+1)\pi}{k+2} \|A^{k-j+1}x\|^2 \right) \\
  = t \sqrt{1-t^2} \sqrt{\frac{2}{k+2}} \sin \frac{\pi}{k+2} \|A^{k+1}x\| + t^2 \langle J_{k+1}v, v \rangle \\
  = t \sqrt{1-t^2} \sqrt{\frac{2}{k+2}} \sin \frac{\pi}{k+2} \|A^{k+1}x\| + t^2 \cos \frac{\pi}{k+2}.
\]
To reach a contradiction, we need to find some $t_0$, $0 < t_0 < 1$, such that $\langle (J_{k+2} \otimes A)u_{t_0}, u_{t_0} \rangle > \cos(\pi/(k+2))$. This is the same as
\[
t_0\sqrt{1 - t_0^2} \sqrt{\frac{2}{k+2}} \sin \frac{\pi}{k+2} \|A^{k+1}x\| > (1 - t_0^2) \cos \frac{\pi}{k+2}
\]
or
\[
\frac{t_0}{\sqrt{1 - t_0^2}} > \sqrt{\frac{k+2}{2} \cot \frac{\pi}{k+2}} \|A^{k+1}x\|.
\]
Since $\lim_{t \to 1} t/\sqrt{1 - t^2} = \infty$, the existence of such a $t_0$ is guaranteed. On the other hand, we also have
\[
\langle (J_{k+2} \otimes A)u_{t_0}, u_{t_0} \rangle \leq w(J_{k+2} \otimes A) \leq \|J_{k+2}\|w(A) = w(A) = \cos \frac{\pi}{k+2},
\]
hence a contradiction. Thus we must have $A^{k+1}x = 0$. Let $K$ be the subspace of $\mathbb{C}^n$ generated by $x, Ax, \ldots, A^{k}x$. Then $AK \subseteq K$. If $A'$ is the restriction of $A$ to $K$, then $A'^{k+1} = 0$ and $\|A'^{j}x\| = \|A^{j}x\| = 1$ for all $j$, $0 \leq j \leq k$. Hence $\|A'^{j}\| = 1$ for all such $j$’s. Together with $A'^{k+1} = 0$, this says that $p_{A'} = k$ and thus $\dim K = k + 1$ by Proposition 1.2 (a). Therefore, $A'$ is unitarily similar to a matrix of the form
\[
\begin{bmatrix}
J_{k+1} & 0 \\
\vdots & \ddots \\
0 & \ddots & \ddots \\
0 & \cdots & 0 & c_{n-k-1}
\end{bmatrix}.
\]
To show that all the $b_j$’s are zero, we appeal to Lemma 2.11. Indeed, for each $j$, $1 \leq j \leq n - k - 1$, consider the $(k + 2)$-by-$(k + 2)$ matrix
\[
A_j = \begin{bmatrix}
J_{k+1} & 0 \\
\vdots & \ddots \\
0 & \cdots & 0 & b_j \\
0 & \cdots & 0 & c_j
\end{bmatrix}.
\]
If $b_j \neq 0$, then $w(A_j) > w(J_{k+1}) = \cos(\pi/(k+2))$ by Lemma 2.11, which contradicts
\[ w(A_j) \leq w(A) = \cos(\pi/(k + 2)). \] This proves (a) \(\Rightarrow\) (b).

Theorem 2.10 generalizes the classical result of Williams and Crimmins [17] for \(k = 1\). The following corollary is for \(k = n - 1\). Part of it has been proven in [19]: the equivalence of (b) and (c) is in [19, Theorem 1] and that of (b) and (d) in [19, p. 352].

**Corollary 2.12.** The following conditions are equivalent for an \(n\)-by-\(n\) matrix \(A\) with \(\|A\| = 1\):

(a) \(\|A^{n-1}\| = 1\) and \(w(A) = \cos(\pi/(n + 1))\),
(b) \(A\) is unitarily similar to \(J_n\),
(c) \(W(A) = \{z \in \mathbb{C} : |z| \leq \cos(\pi/(n + 1))\}\),
(d) \(\|A^{n-1}\| = 1\) and \(A^n = 0_n\), and
(e) \(p_A = n_A = n - 1\).

**Proof.** The equivalence of (a) and (b) is by Theorem 2.10. The other implications are either in [19] or trivial.

Note that, in the preceding corollary, the conditions that \(\|A\| = 1\) and \(w(A) = \cos(\pi/(n + 1))\) for an \(n\)-by-\(n\) matrix \(A\) are not sufficient to guarantee that \(A\) be unitarily similar to \(J_n\). One example is \(A = J_{n-1} \oplus [\cos(\pi/(n + 1))]\).

We end this section with a characterization of matrices \(A\) satisfying \(p_A = n_A\). This is related to the previous results.

**Theorem 2.13.** Let \(A\) be an \(n\)-by-\(n\) matrix with \(\|A\| = 1\). Then

(a) \(A\) satisfies \(p_A = n_A\) \((\leq \infty)\) if and only if either (i) it has a unitary part, or
(ii) it is unitarily similar to a direct sum \(J_{k+1} \oplus B\), where \(k = p_A < \infty\) and \(B^{k+1} = 0_{n-k-1}\), and
(b) if \(p_A = n_A\) \((\leq \infty)\), then \(w(A \otimes A) = w(A)\) holds, but not conversely.

**Proof.** (a) For the necessity, we may assume, in view of Proposition 1.2 (c), that \(k = p_A = n_A < \infty\) and prove that \(A\) is unitarily similar to the asserted direct sum. Since \(A^{k+1} = 0_n\), \(A\) is unitarily similar to a block matrix \(A'\) of the form \([A_{ij}]_{i,j=1}^{k+1}\)
with $A_{ij} = 0$ for $1 \leq j \leq i \leq k + 1$. Hence

$$A^k = \begin{bmatrix} 0 & \cdots & 0 & \prod_{i=1}^{k} A_{i,i+1} \\ 0 & \ddots & \ddots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{bmatrix}.$$  

Since $\|A^k\| = \|A\| = \|A\|^k = 1$, we have $\|\prod_{i=1}^{k} A_{i,i+1}\| = 1$. Let $x$ be a unit vector such that $\|\prod_{i=1}^{k} A_{i,i+1}x\| = 1$. Then $\|\prod_{i=j}^{k} A_{i,i+1}x\| = 1$ for all $j, 1 \leq j \leq k$. Let $\{e_1, \ldots, e_{k+1}\}$ be the standard basis for $\mathbb{C}^{k+1}$, and let $x_j = e_j \otimes (\prod_{i=j}^{k} A_{i,i+1})x$ if $1 \leq j \leq k$, and $x_{k+1} = e_{k+1} \otimes x$. Then $x_1, \ldots, x_{k+1}$ are orthonormal vectors in $\mathbb{C}^n$, and $A'x_1 = 0$ and $A'x_j = x_{j-1}$ for $2 \leq j \leq k + 1$. Thus if $K$ is the subspace generated by $x_1, \ldots, x_{k+1}$, then $\dim K = k + 1$, $A'K \subseteq K$, and the restriction of $A'$ to $K$ is unitarily similar to $J_{k+1}$. We infer from $\|A'\| = 1$ and $A'^*x_{k+1} = 0$ that $K$ reduces $A'$, and thus $A'$ is unitarily similar to $J_{k+1} \oplus B$ with $B^{k+1} = 0$.

For the converse, if $A$ has a unitary part, then $p_A = n_A = \infty$ by Proposition 1.2 (c). On the other hand, if $A$ is unitarily similar to $J_{k+1} \oplus B$ with the asserted properties, then $A^{k+1} = 0$ implies that $p_A \leq n_A \leq k$. But

$$\|A^k\| = \|J_{k+1} \oplus B^k\| = \max\{\|J_{k+1}\|, \|B^k\|\} = 1 = \|A\|^k$$

and $\|A^{k+1}\| = 0 < 1 = \|A\|^{k+1}$ together yield $p_A = n_A = k$.

(b) If $A$ has a unitary part, then $w(A \otimes A) = w(A)$ by Proposition 2.1. On the other hand, if $A$ is unitarily similar to $J_{k+1} \oplus B$ as in (a), then $A \otimes A$ is unitarily similar to $(J_{k+1} \otimes J_{k+1}) \oplus (J_{k+1} \otimes B) \oplus (B \otimes J_{k+1}) \oplus (B \otimes B)$. Note that $w(J_{k+1} \otimes J_{k+1}) = w(J_{k+1})$ by Proposition 2.8, and

$$w(J_{k+1} \otimes B) = w(B \otimes J_{k+1}) \leq \|J_{k+1}\|w(B) = w(B)$$

(1)

by Proposition 1.1. Since $B^{k+1} = 0$ and $\|B\| \leq 1$, [21, Lemma 3 (a)] implies that $B$ can be dilated to the direct sum of rank $(I - B^*B)$ copies of $J_m$ for some $m \leq k + 1$. Thus $w(B) \leq w(J_m) \leq w(J_{k+1})$. Combined with (1), this yields $w(J_{k+1} \otimes B) \leq w(J_{k+1})$. Also,

$$w(B \otimes B) \leq \|B\|w(B) \leq w(B) \leq w(J_{k+1}).$$
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Therefore,
\[
w(A \otimes B) = \max \{ w(J_{k+1} \otimes J_{k+1}), w(J_{k+1} \otimes B), w(B \otimes B) \}
\]
\[
= w(J_{k+1})
\]
\[
= \max \{ w(J_{k+1}), w(B) \}
\]
\[
= w(A).
\]

That \( w(A \otimes A) = w(A) \) does not imply \( p_A = n_A \) is seen by \( A = J_2 \oplus [a] \), where \( 0 < |a| \leq 1/2 \), in which case, \( \|A\| = 1 \) and \( w(A \otimes A) = w(A) = 1/2 \), but \( p_A = 1 \) and \( n_A = \infty \). \( \square \)

The final result of this section is conditions for a matrix \( A \) with \( p_A = n_A \) so that it be unitarily similar to a block-shift matrix

\[
A' = \begin{bmatrix}
0 & A_1 \\
0 & \ddots \\
& \ddots & A_k \\
& 0 &
\end{bmatrix}
\] (2)

with \( \|A_1 \cdots A_k\| = \|A\| \).

**Proposition 2.14.** Let \( A \) be an \( n \)-by-\( n \) matrix with \( p_A = n_A = k \). If either (a) \( k = 1, n - 2 \) or \( n - 1 \), or (b) \( n = 2, 3, 4 \) or \( 5 \), then \( A \) is unitarily similar to the block-shift matrix \( A' \) in (2) with \( \|A_1 \cdots A_k\| = \|A\| \).

**Proof.** We may assume that \( \|A\| = 1 \).

(a) If \( k = n_A = 1 \), then \( A^2 = 0_n \). Hence \( A \) is unitarily similar to a block-shift matrix of the form \( \begin{bmatrix} 0 & A_1 \\ 0 & 0 \end{bmatrix} \) with \( \|A_1\| = \|A\| \).

If \( k = p_A = n_A = n - 1 \) (resp., \( n - 2 \)), then Theorem 2.13 (a) implies that \( A \) is unitarily similar to \( J_n \) (resp., \( J_{n-1} \oplus [0] \)). The latter matrix plays the role of \( A' \) with \( k = n - 1 \) (resp., \( n - 2 \)) and \( A_1 = \cdots = A_{n-1} = [1] \) (resp., \( A_1 = \cdots = A_{n-3} = [1] \) and \( A_{n-2} = [1 \ 0] \)).

(b) In light of (a), we need only prove for \( n = 5 \) and \( k = 2 \). Invoking Theorem 2.13 to obtain the unitary similarity of \( A \) and \( J_3 \oplus \begin{bmatrix} 0 & b \\ 0 & 0 \end{bmatrix} \), where \( |b| \leq 1 \). The latter matrix is permutationally similar to a block-shift matrix \( A' \) with \( k = 2, A_1 = \begin{bmatrix} 1 & 0 \\ 0 & b \end{bmatrix} \)
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and $A_2 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$. We obviously have $\|A_1A_2\| = \|\begin{bmatrix} 1 \\ 0 \end{bmatrix}\| = 1 = \|A\|$. 

We remark that the preceding proposition fails for $n = 6$ and $k = 2$. Here is an example. Let $A = J_3 \oplus B$, where

$$B = b \begin{bmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}$$

with $b = \sqrt{2/(3 + \sqrt{5})}$. Then $\|A^2\| = 1 = \|A\|^2$ and $A^3 = 0_6$. This shows that $p_A = n_A = 2$. Since $w(B) = 2b > \sqrt{2}/2 = w(J_3)$ and $w(B)$ is not a circular disc centered at the origin (cf. [13, Theorem 4.1 (2)]), we infer that nor is $W(A)$ (= the convex hull of $W(J_3) \cup W(B)$). This implies that $A$ cannot be unitarily similar to a block-shift matrix.

3. Nonnegative Matrices

Recall that a matrix $A = [a_{ij}]_{i,j=1}^n$ is nonnegative (resp., positive), denoted by $A \succcurlyeq 0$ (resp., $A \succ 0$), if $a_{ij} \geq 0$ (resp., $a_{ij} > 0$) for all $i$ and $j$. Two $n$-by-$n$ matrices $A$ and $B$ are permutationally similar if there is an $n$-by-$n$ permutation matrix $P$ (one with each row and column has exactly one 1 and all other entries 0) such that $P^T A P = B$. $A$ is said to be (permutationally) reducible if either $A$ is the 1-by-1 zero matrix or $n \geq 2$ and it is permutationally similar to a matrix of the form $\begin{bmatrix} B & C \\ 0 & D \end{bmatrix}$, where $B$ and $D$ are square matrices; otherwise, it is (permutationally) irreducible. It is known that if $A$ is nonnegative with $\text{Re} A$ irreducible, then it is permutationally similar to a block-shift matrix if and only if its numerical range is a circular disc centered at the origin (cf. [16, Theorem 1 (a)$\iff$(r)]). Other properties of nonnegative matrices can be found in [11, Section 6.2 and Chapter 8].

The main result of this section is the following theorem, which essentially generalizes Theorem 2.5.

**Theorem 3.1.** Let $A$ be an $n$-by-$n$ matrix and $B$ an $m$-by-$m$ nonnegative matrix with $\text{Re} B$ irreducible. Then the following conditions are equivalent:

(a) $w(A \otimes B) = \|A\|w(B)$,

(b) either (i) $p_A = \infty$, or (ii) $n_B \leq p_A < \infty$ and $W(B)$ is a circular disc centered at the origin, and
(c) either (i) \( p_A = \infty \), or (ii) \( n_B \leq p_A < \infty \) and \( B \) is permutationally similar to a block-shift matrix

\[
\begin{bmatrix}
0 & B_1 \\
0 & \ddots \\
\vdots & \ddots & B_k \\
0 & & & 0
\end{bmatrix}
\]

with \( k = n_B \).

For its proof, we need the following two lemmas.

**Lemma 3.2.** Let \( A = [a_{ij}]_{i,j=1}^n \) be a nonnegative matrix. Then the following hold:

(a) The index \( n_A \) is finite if and only if there is no sequence of indices \( i_0, i_1, \ldots, i_{k-1}, i_k \) \((k \geq 1)\) with \( i_0 = i_k \) such that \( a_{i_0 i_1}, \ldots, a_{i_{k-1} i_k} \) are all nonzero. In particular, we have \( n_A = \sup\{k \geq 1 : \text{there are distinct } i_j, 0 \leq j \leq k, \text{such that } a_{i_j i_{j+1}} \neq 0 \text{ for all } j \} \).

(b) \( n_A = \infty \) if and only if there is a \( k \geq 1 \) such that some diagonal entry of \( A^k \) is nonzero.

(c) If \( a_{ii} \neq 0 \) for some \( i, 1 \leq i \leq n \), then \( n_A = \infty \).

(d) If \( A \) is irreducible, then \( n_A = \infty \).

(e) If \( A \) is the block-shift matrix

\[
\begin{bmatrix}
0_{n_1} & A_1 \\
0_{n_2} & \ddots \\
\vdots & \ddots & A_k \\
0_{n_{k+1}} & & & 0_{n_{k+1}}
\end{bmatrix}
\]

on \( \mathbb{C}^n = \mathbb{C}^{n_1} \oplus \cdots \oplus \mathbb{C}^{n_{k+1}} \) and \( \text{Re } A \) is irreducible, then \( k = n_A \).

**Proof.** (a) Assume first that the indices \( i_0, i_1, \ldots, i_{k-1}, i_k = i_0 \) \((k \geq 1)\) are such that \( a_{i_0 i_1}, \ldots, a_{i_{k-1} i_k} \neq 0 \). [11, Theorem 6.2.16] says that this is the case if and only if \( (A^k)_{i_0 i_0} \), the \((i_0, i_0)\)-entry of \( A^k \), is nonzero. Hence \( A^k \neq 0_n \). Similarly, considering the sequence \( i_0, \ldots, i_k, i_1, \ldots, i_k, \ldots, i_1, \ldots, i_k \) of \( \ell k + 1 \) indices for any \( \ell \geq 1 \), we also obtain \( A^{\ell k} \neq 0_n \). It follows that \( n_A = \infty \). Conversely, assume that \( n_A = \infty \). Then \( A^k \neq 0_n \) for some \( k \geq n \). [11, Theorem 6.2.16] yields that, for some \( i \) and \( j \), there are indices \( i_0 = i, i_1, \ldots, i_{k-1}, i_k = j \) such that \( a_{i_0 i_1}, \ldots, a_{i_{k-1} i_k} \) are all nonzero. By the pigeonhole principle, we infer that \( i_s = i_t \) for some \( s \) and \( t \), \( 0 \leq s < t \leq k \). Then \( i_s, \ldots, i_t \) are such that \( i_s = i_t \) and \( a_{i_s i_{s+1}}, \ldots, a_{i_{t-1} i_t} \neq 0 \). This
proves the converse. The expression for $n_A$ is an easy consequence of [11, Theorem 6.2.16] and the above arguments. So are (b) and (c).

(d) Note that the irreducibility of $A$ is equivalent to the existence, for every distinct pair $i$ and $j$, of indices $i_0 = i, i_1, \ldots, i_k = j$ ($k \geq 1$) such that $a_{i_0 i_1}, \ldots, a_{i_{k-1} i_k}$ are all nonzero. Combining such indices from $i$ to $j$ with those from $j$ to $i$ yields one from $i$ to $i$ with the corresponding entries nonzero. Thus $n_A = \infty$ by [11, Theorem 6.2.16] and (b).

(e) Since $A^{k+1} = 0_n$, we have $n_A \leq k$. If $n_A < k$, then $A^k = 0_n$, which implies that $A_1 \cdots A_k = 0$. If there are any nonzero $a_{i_0 i_1}, a_{i_1 i_2}, \ldots, a_{i_{k-1} i_k}$, where $(\sum_{j=1}^{\ell} n_j) + 1 \leq \sum_{j=1}^{\ell+1} n_j$ for $0 \leq \ell \leq k$, then the $(i_0, n_{k+1} - (n - i_k))$-entry of $A_1 \cdots A_k$, being larger than or equal to $\prod_{j=0}^{k-1} a_{i_j, i_{j+1}}$, is nonzero, which contradicts the zeroness of the product $A_1 \cdots A_k$. Thus no such nonzero sequence exists. This results in the reducibility of $\text{Re} A$, a contradiction. Hence we must have $n_A = k$. $\square$

We remark that the conditions in the preceding lemma can all be expressed equivalently in terms of the directed graph associated with the matrix $A$ (cf. [11, Section 6.2]).

Lemma 3.3. Let $A$ and $B$ be $n$-by-$n$ and $m$-by-$m$ matrices, respectively. If $B$ is unitarily similar to a block-shift matrix

\[
\begin{bmatrix}
0_{m_1} & B_1 \\
0_{m_2} & \ddots \\
\vdots & & \ddots & B_k \\
0_{m_{k+1}} & & & 0_{m_{k+1}}
\end{bmatrix}
\quad \text{on } C^m = C^{m_1} \oplus \cdots \oplus C^{m_{k+1}}
\]  

(3)

with $k \leq p_A \leq \infty$, then $w(A \otimes B) = \|A\|w(B)$.

Proof. We may assume that $\|A\| = 1$ and $B$ is equal to the block-shift matrix (3). Since $k \leq p_A \leq \infty$, we have $\|A^k\| = \|A\|^k = 1$. Let $x$ be a unit vector in $\mathbb{C}^n$ such that $\|A^k x\| = 1$, and let $y = [y_1 \ldots y_{k+1}]^T$, where $y_j$ is in $\mathbb{C}^{m_j}$, $1 \leq j \leq k+1$, be a unit vector in $\mathbb{C}^m$ such that $\langle By, y \rangle = w(B)$. Let $u = [y_1 \otimes A^k x \ y_2 \otimes A^{k-1} x \ \ldots \ y_{k+1} \otimes x]^T$. Then $u$ is a vector in $\mathbb{C}^m \otimes \mathbb{C}^n$ with

\[
\|u\| = \left( \sum_{j=1}^{k+1} \|y_j \otimes A^{k-j+1} x\|^2 \right)^{1/2} = \left( \sum_{j=1}^{k+1} \|y_j\|^2 \|A^{k-j+1} x\|^2 \right)^{1/2}
\]

\[
= \left( \sum_{j=1}^{k+1} \|y_j\|^2 \right)^{1/2} = \|y\| = 1.
\]
Moreover, we have

\[
\left| \langle (B \otimes A)u, u \rangle \right| = \left| \langle \begin{bmatrix}
0_{m_1n} & B_1 \otimes A & \cdots & B_k \otimes A & 0_{m_{k+1}n}
\end{bmatrix}
\begin{bmatrix}
y_1 \otimes A^k x \\
y_2 \otimes A^{k-1} x \\
\vdots \\
y_{k+1} \otimes x
\end{bmatrix},
\begin{bmatrix}
y_1 \otimes A^k x \\
y_2 \otimes A^{k-1} x \\
\vdots \\
y_{k+1} \otimes x
\end{bmatrix} \rangle \right|
\]

\[
= \left| \sum_{j=1}^k \langle (B_j y_{j+1}) \otimes (A^{k-j+1} x), y_j \otimes (A^{k-j+1} x) \rangle \right|
\]

\[
= \left| \sum_{j=1}^k \langle B_j y_{j+1}, y_j \rangle \| A^{k-j+1} x \|^2 \right|
\]

\[
= \left| \sum_{j=1}^k \langle B_j y_{j+1}, y_j \rangle \right|
\]

\[
= \left| \langle B y, y \rangle \right| = w(B).
\]

This shows that \( w(B) \leq w(B \otimes A) = w(A \otimes B) \). But \( w(A \otimes B) \leq \|A\|w(B) = w(B) \) always holds by Proposition 1.1. Hence \( w(A \otimes B) = w(B) \) as asserted.

We are now ready to prove Theorem 3.1.

**Proof of Theorem 3.1.** For (a) \( \Rightarrow \) (b), We assume that \( \|A\| = 1 \) and \( A \) is c.n.u. In view of Theorem 2.2 and Proposition 1.2 (c), we need only check that \( w(A \otimes B) = w(B) \) implies \( n_B \leq p_A (< \infty) \). Let \( B = [b_{ij}]_{i,j=1}^m \), and let \( x \) be a unit vector in \( \mathbb{C}^m \otimes \mathbb{C}^n \) such that \( w(B \otimes A) = \| (B \otimes A)x, x \| \). If \( x = [x_1 \ldots x_m]^T \), where \( x_j \) is in \( \mathbb{C}^n \) for \( 1 \leq j \leq m \), then

\[
w(B) = w(B \otimes A) = \| [b_{ij}A]x, x \|
\]

\[
\leq \sum_{i,j} b_{ij} \| Ax_j, x_i \|
\]

\[
\leq \sum_{i,j} b_{ij} \| Ax_j \| \| x_i \|
\]

\[
\leq \| A \| \sum_{i,j} b_{ij} \| x_j \| \| x_i \|
\]

\[
\leq \langle Bx', x' \rangle
\]

\[
\leq w(B),
\]
where \( x' = [\|x_1\| \ldots \|x_m\|]^T \) is a unit vector in \( \mathbb{C}^m \). This shows that the above inequalities are equalities throughout. Since \( B \succeq 0 \) and \( \text{Re} B \) is irreducible, there is a unique unit vector \( y \) in \( \mathbb{C}^m \) with \( y > 0 \) such that \( \langle By, y \rangle = w(B) \) (cf. [14, Proposition 3.3]). The equality in (6) yields that \( x' = y \) and thus \( x_j \neq 0 \) for all \( j \). Also, the equalities in (4) and (5) imply that \( |\langle Ax_j, x_i \rangle| = \|Ax_j\|\|x_i\| = \|x_j\|\|x_i\| \) for all those \( b_{ij} \)'s with \( b_{ij} > 0 \). Thus \( Ax_j = \lambda_{ij}x_i \) for some \( \lambda_{ij} \) satisfying \( |\lambda_{ij}| = \|x_j\|/\|x_i\| \). Assume first that \( k \equiv n_B < \infty \). Thus \( B^k \neq 0 \). By Lemma 3.2 (a), there are distinct indices \( i_0, \ldots, i_k \) such that \( b_{i_0i_1}, \ldots, b_{i_{k-1}i_k} > 0 \). It thus follows from above that \( Ax_{i_j} = \lambda_{i_j-i_{j-1}}x_{i_{j-1}} \) for \( 1 \leq j \leq k \). Hence \( A^kx_{i_k} = (\prod_{j=1}^k \lambda_{i_j-i_{j-1}})x_{i_0}. \) Since
\[
\|A^kx_{i_k}\| = \left(\prod_{j=1}^k \|x_{i_j}\|/\|x_{i_{j-1}}\|\right)\|x_{i_k}\| = \|x_{i_k}\|,
\]
we obtain \( \|A^k\| = 1 \) or \( p_A \geq k = n_B \). On the other hand, if \( n_B = \infty \), then the same arguments as above with \( k \) arbitrarily large yield that \( p_A = \infty \), which contradicts our assumption that \( A \) is c.n.u. This proves \( (a) \Rightarrow (b) \).

That \( (b) \Leftrightarrow (c) \) is a consequence of [16, Theorem 1 (a)\Leftrightarrow (r)], and \( (c) \Rightarrow (a) \) is by Lemma 3.2 (e) and Lemma 3.3. \( \square \)

Note that, in Theorem 3.1, the implication \( (a) \Rightarrow (b) \) or \( (a) \Rightarrow (c) \) is no longer true if \( B \) is nonnegative but without the irreducibility of \( \text{Re} B \). One example is \( A = B = J_2 \oplus [a] \), where \( 0 < a \leq 1/2 \) (cf. the end of the proof of Theorem 2.13 (b)). The next example shows that the same can be said if \( B \) is not nonnegative but \( \text{Re} B \) is irreducible.

**Example 3.4.** Let \( A = J_3 \) and
\[
B = \begin{bmatrix}
0 & -\sqrt{2} & 1 \\
0 & 0 & 1 \\
0 & 0 & \sqrt{2}/2 
\end{bmatrix}.
\]

Then \( \text{Re} B \) is easily seen to be irreducible. We now show that \( W(B) = \mathbb{D} \). This is seen via [13, Corollary 2.5] by letting \( u = 0 \) and \( \lambda = \sqrt{2}/2 \) therein and checking that
\[
\text{tr} (B^*B^2) = \text{tr} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & \sqrt{2}/4 
\end{bmatrix} = \frac{\sqrt{2}}{4} = \lambda|\lambda|^2
\]
and \( \text{tr} (B^* B) = 9/2 \geq 5|\lambda|^2 \), where \( \text{tr} (\cdot) \) denotes the trace of a matrix. We next prove that 1 is an eigenvalue of \( \text{Re} (A \otimes B) \). Indeed, since

\[
\text{Re} (A \otimes B) = \frac{1}{2} \begin{bmatrix}
0 & B & 0 \\
B^* & 0 & B \\
0 & B & 0
\end{bmatrix},
\]

we need to check that

\[
\det \begin{bmatrix}
2I_3 & -B & 0 \\
-B^* & 2I_3 & -B \\
0 & -B^* & 2I_3
\end{bmatrix} = 0.
\]

By a repeated use of the Schur decomposition, the above determinant is seen to be equal to

\[
\det (2I_3) \det \left( \begin{bmatrix}
2I_3 & -B \\
-B^* & 2I_3
\end{bmatrix} - \begin{bmatrix}
0 \\
\frac{1}{2} I_3
\end{bmatrix} \begin{bmatrix}
-B & 0 \\
0 & 0
\end{bmatrix} \right)
\]

\[
= 8 \det \begin{bmatrix}
2I_3 - (1/2)B^* B - B \\
-B^* & 2I_3
\end{bmatrix}
\]

\[
= 8 \det (4I_3 - B^* B - BB^*)
\]

\[
= 8 \det \begin{bmatrix}
1 & -1 & -\sqrt{2}/2 \\
-1 & 1 & \sqrt{2}/2 \\
-\sqrt{2}/2 & \sqrt{2}/2 & 1
\end{bmatrix}
\]

\[
= 0
\]

as required. Since \( W (A \otimes B) \) is a circular disc centered at the origin (by the unitary similarity of \( A \otimes B \) and \( e^{i\theta} (A \otimes B) \) for all real \( \theta \)) and \( \text{w}(A \otimes B) \leq \| A \| \text{w}(B) = 1 \), we infer from \( 1 \in \sigma(\text{Re} (A \otimes B)) \) that \( W (A \otimes B) = \overline{D} \). Hence \( \text{w}(A \otimes B) = 1 = \| A \| \text{w}(B) \). But, obviously, we have \( n_B = \infty \) and \( p_A = 2 \).

The next corollary gives a more concrete equivalent condition, in terms of block-shift matrices, for \( \text{w}(A \otimes B) = \| A \| \text{w}(B) \) when \( A = B \succ 0 \) and \( \text{Re} B \) is irreducible.

**Corollary 3.5.** Let \( A \) be an \( n \times n \) nonnegative matrix with \( \text{Re} A \) irreducible. Then the following conditions are equivalent:

(a) \( \text{w}(A \otimes A) = \| A \| \text{w}(A) \),

(b) \( p_A = n_A \leq \infty \), and

(c) either \( A \) is unitarily similar to \([a] \oplus A' \) with \( |a| \geq \| A' \| \), or \( A \) is permutationally
similar to a block-shift matrix

\[
A'' = \begin{bmatrix}
0 & A_1 & 0 & \cdots & 0 \\
0 & 0 & A_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & A_k
\end{bmatrix}
\]

with \(\|A_1 \cdots A_k\| = \|A\|\).

**Proof.** We may assume that \(\|A\| = 1\). The implication \((a) \Rightarrow (b)\) is by Theorem 3.1 and Proposition 1.3 (d). For \((b) \Rightarrow (c)\), if \(p_A = n_A = \infty\), then \(A\) has a unitary part by Proposition 1.2 (c), and hence \(A\) is unitarily similar to \([a] \oplus A'\) with \(|a| = 1 \geq \|A'\|\) as asserted. On the other hand, if \(p_A = n_A < \infty\), then \(w(A \otimes A) = w(A)\) by Theorem 2.13 (b). Hence Theorem 2.2 implies that \(W(A)\) is a circular disc centered at the origin. For a nonnegative \(A\) with \(\text{Re} A\) irreducible, this is equivalent to \(A\) being permutationally similar to the block-shift matrix \(A''\) (cf. [16, Theorem 1 (a) \(\Leftrightarrow\) (r)]). As \(n_{A''} = k\) by Lemma 3.2 (e), we also have \(p_A = k\). Thus \(\|A^k\| = \|A\|^k = 1\), which yields that \(\|A_1 \cdots A_k\| = 1 = \|A\|\) as required. Finally, for \((c) \Rightarrow (a)\), if \(A\) is permutationally similar to the block-shift matrix \(A''\) with \(|a_1 \cdots a_k| = 1\), then

\[
\|A^k\| = \|A''^k\| = \|A_1 \cdots A_k\| = 1 = \|A\|^k.
\]

Thus \(p_A \geq k = n_A\). The equality \(w(A \otimes A) = w(A)\) then follows from Theorem 3.1. \(\square\)

**Corollary 3.6.** Let \(A = [a_{ij}]_{i,j=1}^n\), where \(a_{ij} \geq 0\) for all \(i\) and \(j\), \(a_{ij} = 0\) for \(i \geq j\), and \(a_{i,i+1} > 0\) for all \(i\). Then the following conditions are equivalent:

(a) \(w(A \otimes A) = \|A\| w(A)\),
(b) \(p_A = n_A = n - 1\), and
(c) \(a_{12} = \cdots = a_{n-1,n}\) and \(a_{ij} = 0\) for all other pairs of \(i\) and \(j\).

**Proof.** In this case, \(A\) is nonnegative, \(\text{Re} A\) is irreducible and \(n_A = n - 1\). Consequently, Corollary 3.5 yields the equivalence of (a), (b) and the condition (c') that \(A\) is permutationally similar to a block-shift matrix \(A''\) as in Corollary 3.5 (c). Since \(k = n_{A''} = n_A\) by Lemma 3.2 (e), \(A''\) is necessarily equal to \(A\) with \(|a_{12} \cdots a_{n-1,n}| = \|A\|\) and \(a_{ij} = 0\) for all other pairs of \(i\) and \(j\). The norm condition
above yields that $a_{12} = \cdots = a_{n-1,n} = \|A\|$. Thus (c') is the same as (c), and we have the equivalence of (a), (b) and (c).
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A \( n \times n \) complex matrix

(1) \( W(A) = \{ \langle Ax, x \rangle : x \in \mathbb{C}^n, \|x\| = 1 \} \): numerical range of \( A \)

\[
x = [x_1 \ldots x_n]^T, \quad y = [y_1 \ldots y_n]^T
\]

\[
\Rightarrow \langle x, y \rangle = x_1 \overline{y}_1 + \cdots + x_n \overline{y}_n
\]

\[
\|x\| = (|x_1|^2 + \cdots + |x_n|^2)^{1/2}
\]

(2) \( w(A) = \max\{ |z| : z \in W(A) \} \): numerical radius of \( A \)
Properties:

(1) $W(A)$ nonempty compact subset of $\mathbb{C}$

(2) $U$ unitary $\Rightarrow W(U^*AU) = W(A)$

(3) $A \cong \begin{bmatrix} B & * \\ * & * \end{bmatrix} \Rightarrow W(B) \subseteq W(A)$

(4) $\lambda \in W(A) \iff A \cong \begin{bmatrix} \lambda & * \\ * & * \end{bmatrix}$

(5) Toeplitz–Hausdorff (1918–19):

$W(A)$ convex

(6) $\sigma(A) \subseteq W(A)$

(7) $W(A \oplus B) = (W(A) \cup W(B))^\circ$

(8) $A$ normal $\Rightarrow W(A) = \sigma(A)^\circ$

(9) $\|A\|/2 \leq w(A) \leq \|A\| \ (\equiv \max\{\|Ax\| : x \in \mathbb{C}^n, \|x\| = 1\}$)
\[ A = [a_{ij}]_{i,j=1}^n, \quad B = [b_{ij}]_{i,j=1}^m \]

\[ A \otimes B = [a_{ij}B]_{i,j=1}^n (mn) \times (mn) \]

(1) \( A_1 \cong A_2 \Rightarrow A_1 \otimes B \cong A_2 \otimes B \)

(2) \( A \otimes B \cong B \otimes A \)

(3) \( \| A \otimes B \| = \| A \| \| B \| \)
(4) $W(A \otimes B) \supseteq W(A)W(B)$

Pf.: Let $\lambda \in W(A)$

$$\Rightarrow A \cong \begin{bmatrix} \lambda & * \\ * & * \end{bmatrix}$$

$$\Rightarrow A \otimes B \cong \begin{bmatrix} \lambda B & * \\ * & * \end{bmatrix}$$

$$\Rightarrow W(A \otimes B) \supseteq \lambda W(B) \quad \forall \lambda \in W(A)$$

$$\Rightarrow W(A \otimes B) \supseteq W(A)W(B)$$

(5) $w(A \otimes B) \geq w(A)w(B)$
(6) A normal ⇒ \( W(A \otimes B) = (W(A)W(B))^* \)

Pf.: \( \cdot \cdot \cdot A \cong \text{diag} (a_1, \ldots, a_n) \)

\[ \Rightarrow W(A \otimes B) = W\left( \begin{bmatrix} a_1 \\ \cdot & \cdot \\ \cdot & \cdot \\ a_n \end{bmatrix} \otimes B \right) = W(a_1 B \oplus \cdots \oplus a_n B) \]

\[ = (\bigcup_j W(a_j B))^* \]
\[ = (W(A)W(B))^* \]

(7) A normal ⇒ \( w(A \otimes B) = w(A)w(B) = \|A\|w(B) \)

(8) \( w(A \otimes B) \leq \|A\|w(B) \)

Pf.: May assume \( \|A\| = 1 \)

\[ \therefore U = \begin{bmatrix} A & (I_n - AA^*)^{1/2} \\ (I_n - A^*A)^{1/2} & -A^* \end{bmatrix} \text{ unitary (Halmos, 1950)} \]

\[ \Rightarrow w(A \otimes B) \leq w(U \otimes B) = \|U\|w(B) = \|A\|w(B) \]
Questions:

(a) When $w(A \otimes B) = w(A)w(B)$?

(b) When $w(A \otimes B) = \|A\|w(B)$?
(a) $w(A \otimes B) = w(A)w(B)$

Prop. $w(A \otimes B) = w(A)w(B) \Rightarrow w(A) = \rho(A)$ or $w(B) = \rho(B)$

Def. $\rho(A) = \max\{||\lambda|| : \lambda \in \sigma(A)\}$

Pf.: Let $a \in W(A) \ni |a| = w(A)$
Let $b \in W(B) \ni |b| = w(B)$

May assume $a = b = 1$

\[ A \cong \begin{bmatrix} 1 & u \\ -u^* & * \end{bmatrix}, \quad B \cong \begin{bmatrix} 1 & v \\ -v^* & * \end{bmatrix} \] (by Lma below)

\[ \Rightarrow A \otimes B \cong \begin{bmatrix} 1 & u \otimes v \\ u^* \otimes v^* & * \end{bmatrix} \]

\[ \therefore w(A \otimes B) = w(A)w(B) = 1 \]
\[ \Rightarrow u^* \otimes v^* = -(u \otimes v)^* = -(u^* \otimes v^*) \]
\[ \Rightarrow u^* \otimes v^* = 0 \]
\[ \Rightarrow u^* = 0 \text{ or } v^* = 0 \]
\[ \Rightarrow 1 \in \sigma(A) \text{ or } 1 \in \sigma(B) \]
\[ \Rightarrow w(A) = \rho(A) \text{ or } w(B) = \rho(B) \]

Lma. $A \cong \begin{bmatrix} w(A)e^{i\theta} & u \\ v & * \end{bmatrix} \Rightarrow v = -u^*e^{2i\theta}$
Note. \( w(A) = \rho(A) \& w(B) = \rho(B) \not\Rightarrow w(A \otimes B) = w(A)w(B) \)

Ex. \( A = \begin{bmatrix} \lambda & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \), \( 1/2 \leq |\lambda| < \sqrt{2}/2 \)

Then \( w(A) = \rho(A) = |\lambda| \)

But \( w(A \otimes A) = w(\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}) = 1/2 > |\lambda|^2 = w(A)^2 \)

Prop. \( w(A) = \|A\| \) or \( w(B) = \|B\| \Rightarrow w(A \otimes B) = w(A)w(B) \)

In parti., \( A \) or \( B \) normal

Pf.: \( \therefore w(A)w(B) \leq w(A \otimes B) \leq \|A\|w(B) \)
Prop. \( w(A \otimes B) = w(A)w(B) \iff A \cong [\lambda] \oplus A', \)

where \( |\lambda| = w(A) = \rho(A) \) &

\[ w(A' \otimes B) \leq |\lambda|w(B) \]

or \( A \& B \) switched

Prop. \( w(A \otimes B) = w(A)w(B) \ \forall B \iff A \cong [\lambda] \oplus A', \)

where \( |\lambda| = w(A) = \|A'\| \)
(b) \( w(A \otimes B) = \|A\|w(B) \)

Note: \( \|A\| \leq 1 \Rightarrow A \cong U \oplus A' \), where \( U \) unitary \& \( A' \) c.n.u.

Prop.1. \( A \ n \times n \), \( \|A\| = 1 \), \( A \) has unitary part, \( B \ m \times m \)

\[ \Rightarrow w(A \otimes B) = w(B) \]
\[
J_n = \begin{bmatrix}
0 & 1 & & & \\
0 & 1 & & & \\
& & & & \\
\vdots & \ddots & & & \\
& & & & 1 \\
& & & & 0
\end{bmatrix}
\]

\(n \times n\) Jordan block

\[\Rightarrow W(J_n) = \{ z \in \mathbb{C} : |z| \leq \cos(\pi/(n+1)) \} \]

Prop. 2.
\[W(J_n \otimes J_m) = W(J_l), \text{ where } l = \min\{n, m\} \]
\[w(J_n \otimes J_m) = \min\{w(J_n), w(J_m)\} \]

Ex. \[J_3 \otimes J_2 = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
& & 0 & 0 & 1 \\
& & 0 & 0 & 0 \\
& & & & 0 & 0 \\
& & & & 0 & 0
\end{bmatrix} \]

\[\Rightarrow J_2 \text{ is submatrix of } J_3 \otimes J_2 \]
Prop. 3. \( A \in \mathbb{C}^{n \times n}, \quad B = \begin{bmatrix} 0 & B_1 \\ 0 & \ddots & \ddots \\ & \ddots & B_k \\ 0 & \end{bmatrix}, \quad \|A\| = \|A^k\| = 1 \)

Then \( w(A \otimes B) = \|A\| w(B) \)

Pf.: Let \( x \in \mathbb{C}^n \) be \( \|x\| = 1 \) and \( \|A^k x\| = 1 \)

Let \( y = [y_1 \ldots y_{k+1}]^T \) \( \|y\| = 1 \) and \( |\langle By, y \rangle| = w(B) \)

Let \( u = [y_1 \otimes A^k x \quad y_2 \otimes A^{k-1} x \quad \ldots \quad y_{k+1} \otimes x]^T \)

Then \( \|u\| = 1 \) and \( |\langle (B \otimes A) u, u \rangle| = |\langle By, y \rangle| = w(B) \)

\[ \Rightarrow w(B) \leq w(B \otimes A) = w(A \otimes B) \]

\[ \Rightarrow "=" \]
Thm.1. $A \; n \times n, \; \|A\| = 1, \; B \; m \times m, \; w(A \otimes B) = w(B)$

Then either $A$ has unitary part
or $A$ c.n.u. & $W(B) = \text{circular disc at 0}$

Sketch of Proof.

(1) May assume $A$ c.n.u.
Dilate $A$ to $A' \oplus \cdots \oplus A', \; A' \in S_l \; (l \leq n)$

$$\text{rank} \; (I_n - A^*A)$$

(2) May assume $A \in S_n$
Dilate $A$ to infinitely many $(n + 1) \times (n + 1)$ unitary $U_j \in$

$$\sigma(U_i) \cap \sigma(U_j) = \emptyset \; \forall i \neq j$$

(3) Anderson (1970s):
$B \; m \times m, \; B \; m \times m, \; W(B) \subseteq \bar{D} \; (\text{circular disc})$ & $\#(\partial W(B) \cap \partial D) > m$

$\Rightarrow \; W(B) = \bar{D}$
\[ A \ n \times n, \ B \ m \times m \]

Def. A dilates to B if \( B \cong \begin{bmatrix} A & * \\ * & * \end{bmatrix} \)

(A compression of B; B dilation of A)

Necessarily, \( n \leq m \) \& \( W(A) \subseteq W(B) \)
$A \in \mathbb{C}^{n \times n}$

Def. $A \in S_n$ if $\|A\| \leq 1$, $\sigma(A) \subseteq \mathbb{D} \equiv \{z \in \mathbb{C} : |z| < 1\}$, and \(\text{rank} \ (I_n - A^* A) = 1\).

finite-dim version of $S(\phi)$: Sarason (1967)

Sz.-Nagy–Foias contraction theory (1960s–’70s)

Ex. $A = J_n$

$$A \in S_2 \iff A \cong \begin{bmatrix} a & \sqrt{(1 - |a|^2)(1 - |b|^2)} \\ 0 & b \end{bmatrix},$$

where $|a|, |b| < 1$

Thm. $A \in S_n$ then $\forall |\lambda| = 1$, $\exists$ unique $(n+1) \times (n+1)$ unitary $U$ such that

(a) $A$ dilates to $U$,
(b) $\#(\partial W(A) \cap \partial W(U)) = n + 1$,
(c) $\lambda \in \sigma(U)$. 
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Thm.2. \( A \times n, \quad \|A\| = 1. \) Then the following are equiv.

(a) \( W(A \otimes J_m) = W(J_m), \)

(b) \( w(A \otimes J_m) = w(J_m), \)

(c) \( A \otimes J_m \cong J_m \oplus B \) for some \( B \) \( w(B) \leq w(J_m), \)

(d) \( \|A^{m-1}\| = 1. \)

Moreover, for \( n = m, \) also equiv. to:

(e) either \( A \) has unitary part or \( A \in S_n, \)

(f) \( \|A^k\| = 1 \forall k \geq 1 \) or \( \|A^{n-1}\| = 1 \) \& \( \|A^n\| < 1. \)

Main parts: (b) \( \Rightarrow \) (c) \& (d) \( \Rightarrow \) (c)
Thm.3. A $n \times n$, $\|A\| = \|A^k\| = 1$ for some $k \geq 1$

Then $w(A) \geq \cos(\pi/(k + 2))$

Moreover, the following are equiv.:

(a) $w(A) = \cos(\pi/(k + 2))$,

(b) $A \cong J_{k+1} \oplus B$, $w(B) \leq \cos(\pi/(k + 2))$,

(c) $W(A) = \{z \in \mathbb{C} : |z| \leq \cos(\pi/(k + 2))\}$.

Proof for ”$\geq$“: $w(A) \geq w(A \otimes J_{k+1}) = w(J_{k+1}) = \cos(\pi/(k + 2))$

Main part: (a) $\Rightarrow$ (b).
Special case: $k = 1$ (Williams & Crimmins, 1967)

$$w(A) \geq \|A\|/2$$

Moreover, $w(A) = \|A\|/2 \iff A \cong \|A\|(J_2 \oplus B), \ w(B) \leq 1/2$

Special case: $k = n - 1$

$A \ n \times n, \ \|A\| = 1$. Then the following are equiv.:

(a) $\|A^{n-1}\| = 1 \& w(A) = \cos(\pi/(n + 1))$,

(b) $A \cong J_n$,

(c) $\|A^{n-1}\| = 1 \& A^n = 0$,

(d) $W(A) = \{z \in \mathbb{C} : |z| \leq \cos(\pi/(n + 1))\}$ (Wu, 1998)
\[ B = [b_{ij}]_{i,j=1}^m \]

Def. \( B \succcurlyeq 0 \) if \( b_{ij} \geq 0 \ \forall \ i, j \)

\( B \) (permutationally) reducible if either \( B = [0] \) or \( B \) is permutationally similar to \[
\begin{bmatrix}
C & D \\
0 & E
\end{bmatrix} \] (C, E square matrices)

Otherwise, \( B \) (permutationally) irreducible

Ex. \( J_n \) reducible

\[ \text{Re} J_n \ (\equiv (J_n + J_n^*)/2) \] irreducible
Thm.4. \( A \times n, \ B \times m, \ B \gtrsim 0 \) & ReB irreducible

Then \( w(A \otimes B) = \|A\| w(B) \iff \)

either \( \|A^k\| = \|A\|^k \ \forall k \geq 1 \) or \( B \) is permutationally similar
to block-shift matrix

\[
\begin{bmatrix}
0 & B_1 \\
& 0 & \ddots \\
& & \ddots & B_l \\
& & & 0
\end{bmatrix}
\]

with \( \|A'\| = \|A\|' \)

Tam & Yang (1999):

\( B \times m, \ B \gtrsim 0 \) & ReB irreducible

Then \( B \) permutationally similar to block-shift matrix

\( \iff W(B) = \) circular disc at 0.
Note 1. False if $B \preceq 0$, but Re$B$ reducible

Ex. $A = B = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \vert \\ \hline a \end{bmatrix}$, $0 < a \leq 1/2$

Then $w(A \otimes B) = 1/2 = \|A\|w(B)$

But $B$ not permutationally similar to block-shift

Note 2. False if $B \not\preceq 0$ with Re$B$ irreducible

Ex. $A = J_3$, $B = \begin{bmatrix} 0 & -\sqrt{2} & 1 \\ 0 & 0 & 1 \\ 0 & 0 & \sqrt{2}/2 \end{bmatrix}$.

Then $w(A \otimes B) = \overline{D} = W(B)$

$\therefore w(A \otimes B) = 1 = \|A\|w(B)$

But $B$ not permutationally similar to block-shift
Note: Any operator $A$ dilates to normal $N$ (Halmos, 1950)

Pf.: $\|A\| \leq 1 \Rightarrow \begin{bmatrix} A & (I - AA^*)^{1/2} \\ (I - A^*A)^{1/2} & -A^* \end{bmatrix}$ is unitary

Prop. $A$ dilates to normal $N \in \sigma(N) \subseteq \sigma(A)$ Then

(a) $\|A\| = \|N\| = \rho(N) = \rho(A) = \sigma(N) = \sigma(A)$,

(b) $\overline{W(A)} = \overline{W(N)} = \sigma(N)^\perp = \sigma(A)^\perp$,

(c) $\overline{W(A \otimes B)} = (\overline{W(A)} \overline{W(B)})^\perp \forall B,$

(d) $w(A \otimes B) = w(A)w(B) = \|A\|w(B) \forall B$

Ex. $A$ subnormal (extended to normal $N$: $N \cong \begin{bmatrix} A & * \\ 0 & * \end{bmatrix}$),

$A$ Toeplitz ($Af = P_{H^2}(\phi f)|H^2$ on $H^2$: $\phi \in L^\infty(\partial \mathbb{D})$),

$W(A) = \text{triangular region}$ (Mirman, 1968)
Def. A hyponormal if $A^*A \geq AA^*$

∴ A hyponormal $\iff$ A subnormal $\iff$ A normal

Thm. A hyponormal $\implies$ A dilates to normal $N$

$$\exists \sigma(N) \subseteq \sigma_l(A) \cap \sigma_r(A) \subseteq \sigma(A)$$

Pf.: Use Sz.-Nagy–Foias theory

Cor. A hyponormal $\implies$ $w(A \otimes B) = \|A\|w(B) = w(A)w(B) \ \forall B$

Note 1. Confirms Shiu’s conjecture (1978)

Note 2. A hyponormal, Toeplitz or $W(A) =$ triangular region

$$\iff w(A \otimes B) = w(A)\|B\| \ \forall B$$

Ex. A as above

$B = J_n$

Then $w(A \otimes B) = w(A)w(B) < w(A)\|B\|$
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I. Numerical Range

A \( n \times n \) complex matrix

Numerical range of \( A \):

\[
W(A) = \{ \langle Ax, x \rangle : x \in \mathbb{C}^n, \|x\| = 1 \}
\]

Numerical radius of \( A \):

\[
w(A) = \max \{ |z| : z \in W(A) \}
\]

\[
x = [x_1, \ldots, x_n]^T, \quad y = [y_1, \ldots, y_n]^T
\]

\[
\Rightarrow \langle x, y \rangle = x_1 y_1^* + \cdots + x_n y_n^*
\]

\[
\|x\| = (|x_1|^2 + \cdots + |x_n|^2)^{1/2}
\]
Properties:

(1) \( W(A) \) nonempty compact subset of \( \mathbb{C} \)

(2) \( U \ n \times \ n \ unitary \Rightarrow W(U^*AU) = W(A) \)

(3) Toeplitz-Hausdorff (1918–19):
\( W(A) \) convex

(4) \( \sigma(A) \subseteq W(A) \)

(5) \( \|A\|/2 \leq w(A) \leq \|A\| \) (\( \equiv \max\{\|Ax\| : x \in \mathbb{C}^n, \|x\| = 1\} \))
II. KMS Matrix

(Upper-triangular) KMS matrix:

\[
J_n(a) = \begin{bmatrix}
0 & a & a^2 & \cdots & a^{n-1} \\
0 & a & \ddots & \ddots & \ddots \\
& \ddots & \ddots & a^2 & \\
& & \ddots & a & 0 \\
& & & 0 & 0
\end{bmatrix}
\quad \text{for} \quad n \geq 1, a \in \mathbb{C}
\]

Kac, Murdock & Szegö (1953):

Poisson kernel:

\[
P_a(\theta) = \text{Re} \left( \frac{1+ae^{i\theta}}{1-ae^{i\theta}} \right) = \frac{1-a^2}{1-2a\cos\theta+a^2}
\]

\[
= \sum_{k=-\infty}^{\infty} a^{|k|} e^{ik\theta} \quad (0 \leq a < 1, \; 0 \leq \theta < 2\pi)
\]
Harmonic extension of \( f \in L^1(\partial \mathbb{D}) \)

\[
\tilde{f}(ae^{i\theta}) = \frac{1}{2\pi} \int_0^{2\pi} P_a(\theta - t) f(e^{it}) dt \quad \text{on} \quad \mathbb{D} \equiv \{ z \in \mathbb{C} : |z| < 1 \}
\]

\( n \)th Toeplitz matrix:

\[
\begin{bmatrix}
1 & a & \cdots & a^{n-1} \\
a & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & a \\
a^{n-1} & \cdots & a & 1
\end{bmatrix} = 2 \text{ Re } J_n(a) + I_n
\]
General question:

What can we say about $W(J_n(a))$?

Note: $J_n(a)$: meeting ground of

- nilpotent matrices,
- Toeplitz matrices,
- nonnegative matrices,
- $S_n$-matrices,
- $S_n^{-1}$-matrices.
Lma. (1) $|a| = |b| \Rightarrow J_n(a) \cong J_n(b)$ (unitarily similar)

(2) $a, b \neq 0 \Rightarrow J_n(a) \approx J_n(b)$ (similar)

(3) $W(J_n(a))$ symmetric w.r.t. $x$–axis

(4) $n \geq 2, a \neq 0 \Rightarrow J_n(a)$ irreducible ($J_n(a) \nsubseteq A \oplus B$),

$0 \in \text{Int } W(J_n(a))$, 

$\partial W(J_n(a))$ differentiable

(5) $|a| \leq |b| \Rightarrow W(J_n(a)) \subseteq W(J_n(b))$

Note: (1) $\Rightarrow$ may assume $a \geq 0$
III. Circular Disc

Thm. \( W(J_n(a)) \) is circular disc (centered at 0) \( \iff n = 2 \& a \neq 0 \)

Pf.: 

"\( \iff \)":

\[
J_2(a) = \begin{bmatrix}
0 & a \\
0 & 0
\end{bmatrix}
\]

\[
\Rightarrow W(J_2(a)) = \{ z \in \mathbb{C} : |z| \leq |a|/2 \}
\]

"\( \Rightarrow \)":

Kippenhahn polynomial of \( n \times n A \)

\[
p_A(x, y, z) = \det (x\Re A + y\Im A + zI_n)
\]
Then $p_A(1, i, -z) = \det (A - zI_n)$

zeros are eigenvalues of $A$

$p_A(\cos \theta, \sin \theta, -z) = \det (\text{Re}(e^{-i\theta} A) - zI_n)$

max zero is distance from 0 to supporting line of $W(A)$
"⇒" Assume \( n \geq 3 \)

Let \( W(J_n(a)) = \{ z \in \mathbb{C} : |z| \leq r \} \)

Bézout \( ⇒ q(x, y, z) \equiv z^2 - r^2(x^2 + y^2) \) divides \( p_A(x, y, z) \)

Let \( r(x, y, z) = \frac{p_A(x, y, z)}{q(x, y, z)} \)

\( \therefore r(1, y, 0) = \frac{p_A(1, y, 0)}{q(1, y, 0)} = \frac{\det(\text{Re}A + y\text{Im}A)}{-r^2(1+y^2)} \)

computation \( ⇒ = (-1)^n \frac{1}{4r^2} a^{2n-2} \)

But \( r(1, i, z) = \frac{p_A(1, i, z)}{q(1, i, z)} = \frac{z^n}{z^2} = z^{n-2} \)

\( ⇒ r(1, i, 0) = 0 \ (\because n \geq 3 ) \)

\( ⇒ a = 0 \)

\( ⇒ W(J_n(a)) = \{0\} \) not circular disc
IV. $S_n$- and $S_n^{-1}$-matrix

Def. A $n \times n$ of class $S_n$ if

(1) $\|A\| \leq 1,$
(2) $\sigma(A) \subseteq \mathbb{D},$ and
(3) $\text{rank } (I_n - A^*A) = 1.$

Finite-dim version of $S(\phi)$: Sarason (1967)
Sz.-Nagy–Foias contraction theory (1960s–’70s)

Def. A $n \times n$ of class $S_n^{-1}$ if

(1) $\sigma(A) \subseteq \mathbb{C} \setminus \mathbb{D},$ and
(2) $\text{rank } (I_n - A^*A) = 1.$

Gau (2010)
Prop. (a) \(0 < |a| < 1 \Rightarrow ((1 - |a|^2)/a) J_n(a) - \bar{a}I_n\) is of class \(S_n\)

(b) \(|a| > 1 \Rightarrow ((1 - |a|^2)/a) J_n(a) - \bar{a}I_n\) is of class \(S_n^{-1}\)

Cor. \(A \in S_n\) or \(S_n^{-1}\), \(\sigma(A) = \{\lambda\}\)

Then the following are equiv.: 

(a) \(W(A)\) is circular disc,

(b) \(\partial W(A)\) contains an elliptic arc, and

(c) \(n = 2\) or \(\lambda = 0\).
V. Boundary Line Segment

Thm. $\partial W(J_n(a))$ contains line segment $\iff n \geq 3 \& |a| = 1$.

Pf.: Via $S_n$- & $S_n^{-1}$-matrices

Ex.1.

$$A \equiv J_n(1) = \begin{bmatrix} 0 & 1 & \cdots & 1 \\ & 0 & \ddots & \vdots \\ & & \ddots & 1 \\ & & & 0 \end{bmatrix}$$

(1) $W(A)$ symm. w.r.t. $x$-axis
(2) $(-1/2) I_n \leq \text{Re}A \leq ((n - 1)/2) I_n$
(3) $\partial W(A)$ has exactly one line segment on $x = -1/2$
(4) dist($0$, $\partial W(A)) = 1/2 \&$ attained at exactly one pt $(-1/2, 0)$
Ex2.

\[ W(J_3(a)) = \]

if \(|a| = 1\),

if \(|a| \neq 0, 1\).
VI. Compression

\( A \, m \times m, \, B \, n \times n \)

Def. \( A \) is compression of \( B \) (or \( B \) is a dilation of \( A \)) if

\[
B \cong \begin{bmatrix}
A & * \\
* & *
\end{bmatrix}
\]

Necessarily, \( m \leq n \) \& \( W(A) \subseteq W(B) \)

Thm.1. \( 1 \leq m < n, \, a \neq 0, \, A \, m \times m \) compression of \( J_n(a) \)

\[ \Rightarrow W(A) \nsubseteq W(J_n(a)) \]

Pf.: Via \( S_n^- \) \& \( S_n^{-1} \)-matrices
Thm. 2. $n \geq 2, |a| \neq 0, 1$, $J_n(a) \cong \begin{bmatrix} A & * \\ 0 & * \end{bmatrix}$, $A \in \mathbb{C}^{m \times m}$ ($1 \leq m < n$)

$\Rightarrow W(A) \subseteq \text{Int } W(J_n(a))$

Cor. $1 \leq m < n, |a| \neq 0, 1 \Rightarrow W(J_m(a)) \subseteq \text{Int } W(J_n(a))$

Lma. $a \neq 0, x \in \mathbb{C}^n, \|x\| = 1 \in \langle J_n(a)x, x \rangle \in \partial W(J_n(a))$, not on line segment

$\Rightarrow x$ cyclic vector for $J_n(a)$.

Def. $x$ cyclic for $n \times n A$ if $\bigvee \{x, Ax, ..., A^{n-1}x\} = \mathbb{C}^n$

Pf. of Lma.:

$|a| \neq 1$: via $S_n$- & $S_n^{-1}$-matrices

$|a| = 1$: separate arguments

Thm. 3. $n \geq 2, |a| < |b| \Rightarrow W(J_n(a)) \subseteq \text{Int } W(J_n(b))$
VII. Principal Submatrix

A \( n \times n \), \( 1 \leq j \leq n \)

\( A[j] = (n - 1) \times (n - 1) \) submatrix of \( A \) by deleting its \( j \)th row & \( j \)th column

Thm. \( n \geq 2, |a| \neq 0, 1, b = \min \sigma(\text{Re} \ J_n(a)), 1 \leq j \leq n \)

\[ \Rightarrow \partial W(J_n(a)) \cap \partial W(J_n(a)[j]) = \{ b \} \] if \( n \) is odd, \( j = (n + 1)/2 \)

& \( |a| > 1; \) otherwise, \( W(J_n(a)[j]) \subseteq \text{Int} \ W(J_n(a)) \)

Note: (1) \( |a| = 1 \Rightarrow \partial W(J_3(a)) \cap \partial W(J_3(a)[j]) = \{-1/2\} \) \( \forall j \)

(2) \( n \geq 4, |a| = 1 \Rightarrow \partial W(J_n(a)) \cap \partial W(J_n(a)[j]) \)

\[ = \text{line segment on} \ \partial W(J_{n-1}(a)) \forall j \]
Ex. $J_3(1) = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 1 & 0 \end{bmatrix}$, $J_3(1)[j] = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$ $\forall j$
More generally,

**Thm. A** $S_n$-matrix $n \geq 2$

1. $B$ $m \times m$ $(1 \leq m < n)$ compression of $A \Rightarrow W(B) \subsetneq W(A)$

2. $A \cong A' \equiv [a_{ij}]_{i,j=1}^n$, $|a_{ii}| < 1 \ \forall i,$

$$a_{ij} = \begin{cases} (1 - |a_{ii}|^2)^{1/2} (1 - |a_{jj}|^2)^{1/2} \prod_{k=i+1}^{j-1} (-\bar{a}_{kk}) & \text{if } i < j, \\ 0 & \text{if } i > j. \end{cases}$$

$\Rightarrow W(A'[j]) \subseteq \text{Int } W(A') \ \forall j$
Lma. $A n \times n$

(1) $\dim \bigvee \{x \in \mathbb{C}^n : \langle Ax, x \rangle = a \|x\|^2 \} = 1 \ \forall a \in \partial W(A)$

$\& \bigvee \{x \in \mathbb{C}^n : \langle Ax, x \rangle = a \|x\|^2, a \in \partial W(A) \} = \mathbb{C}^n$

$B m \times m (1 \leq m < n)$ compression of $A$

$\Rightarrow W(B) \subsetneq W(A)$

(2) $x = [x_1, ..., x_n]^T \in \mathbb{C}^n, \|x\| = 1, \langle Ax, x \rangle \in \partial W(A) \Rightarrow x_j \neq 0 \ \forall j$

Then $W(A[j]) \subseteq \text{Int } W(A) \ \forall j$
Note 1. $A \in S_{n}^{-1}$, $B \ m \times m \ (1 \leq m < n)$ compression of $A$

$\Rightarrow W(B) \subsetneq W(A)$

Note 2. Thm.1 true for $A \in S_{n}^{-1}$ with $\sigma(A)$ a singleton

False for general $S_{n}^{-1}$-matrices

Ex. $A = \begin{bmatrix}
2 & 2\sqrt{3} & 6 - 12i \\
0 & 1 + 2i & 4\sqrt{3} \\
0 & 0 & 2 - 3i
\end{bmatrix} \in S_{3}^{-1}$ in standard form

$W(A[j]) \subseteq \text{Int} \ W(A) \ \forall j$
VIII. Zero-dilation Index

A \( n \times n \) zero-dilation index of \( A \):

\[
d(A) = \max\{k \geq 1 : A \cong \begin{bmatrix} 0_k & * \\ * & * \end{bmatrix} \}
\]

Gau. Wang & Wu (?)

A normal or weighted permutation matrix with zero diagonals

rank-\( k \) numerical range of \( A \)

\[
\Lambda_k(A) = \{\lambda \in \mathbb{C} : A \cong \begin{bmatrix} \lambda I_k & * \\ * & * \end{bmatrix} \} \quad (1 \leq k \leq n)
\]

Li-Sze characterization (2008):

\[
\Lambda_k(A) = \bigcap_{\theta \in \mathbb{R}} \{\lambda \in \mathbb{C} : \text{Re}(e^{-i\theta} \lambda) \leq \lambda_k (\text{Re} (e^{-i\theta} A)) \}
\]

In parti., \( d(A) = \min \{i \geq 0 (\text{Re}(e^{-i\theta} A)) : \theta \in \mathbb{R} \} \)
A $n \times n$ Hermitian matrix:

$\lambda_1(B) \geq \cdots \geq \lambda_n(B)$: eigenvalues of $B$

$i_{\geq 0}(B) =$ no. of nonnegative eigenvalues of $B$

Thm. $n \geq 2, a \in \mathbb{C}$

$$d(J_n(a)) = i_{\geq 0} (\text{Re} J_n(a))$$

$$= \begin{cases} 
  n & \text{if } a = 0, \\
  k & \text{if } \cos \left( \frac{k\pi}{n-1} \right) < |a| \leq \cos \left( \frac{(k-1)\pi}{n-1} \right) \\
 & \quad (1 \leq k \leq \lfloor n/2 \rfloor), \\
  1 & \text{if } |a| > 1.
\end{cases}$$
A, B \ n \times \ n \text{ Hermitian}

Def. A \& B \text{ are congruent if } \exists \text{ invertible } X \ni XAX^* = B

Sylvester’s law of inertia:

A, B \text{ congruent } \Rightarrow d(A) = d(B)

Lma. 1. \ n \geq 2 \& a \neq 0 \Rightarrow \Re \left( e^{-i\theta} J_n(a) \right) \text{ congruent to } H_n(a, \theta)

\forall \theta \in \mathbb{R}

H_n(a, \theta) = \begin{bmatrix}
-2|a|\cos \theta & 1 \\
1 & \ddots & \ddots \\
& \ddots & -2|a|\cos \theta & 1 \\
& & 1 & 0
\end{bmatrix}

Pei Yuan Wu (吳培元)
Numerical Ranges of KMS Matrices
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Lma. 2. \( n \geq 3, \ a \in \mathbb{C}, \ \theta \in \mathbb{R} \)

(1) \( 0 \in \sigma(H_n(a, \theta)) \iff |a| \cos \theta = \cos((j\pi)/(n - 1)), \ 1 \leq j \leq n - 2. \)

(2) \( i_{\geq 0}(H_n(a, \theta)) = i_{\geq 0}((\Re J_{n-2}) - (|a| \cos \theta) I_{n-2}) + 1 \)

(3) \( i_{\geq 0}(H_n(a, \theta_1)) \leq i_{\geq 0}(H_n(a, \theta_2)), \ 0 \leq \theta_1 \leq \theta_2 \leq \pi. \)

Pf. of Thm:

\[
d(J_n(a)) = i_{\geq 0}(H_n(a, 0)) = i_{\geq 0}((\Re J_n(a))\]

\[
\| i_{\geq 0}((\Re J_{n-2}) - (|a| \cos \theta) I_{n-2})\]

\[
\| (k - 1) + 1\]

\[
\| k\]
References:
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A $n \times n$ complex matrix

(1) $W(A) = \{\langle Ax, x \rangle : x \in \mathbb{C}^n, \|x\| = 1\}$: numerical range of $A$

$\quad x = [x_1...x_n]^T, \quad y = [y_1...y_n]^T$

$\Rightarrow \langle x, y \rangle = x_1\overline{y_1} + \cdots + x_n\overline{y_n}$

$\|x\| = (|x_1|^2 + \cdots + |x_n|^2)^{1/2}$

(2) $w(A) = \max\{|z| : z \in W(A)\}$: numerical radius of $A$
Properties:

(1) $W(A)$ nonempty compact subset of $\mathbb{C}$

(2) $U$ unitary $\Rightarrow W(U^*AU) = W(A)$

(3) $A \cong \begin{bmatrix} B & * \\ * & * \end{bmatrix} \Rightarrow W(B) \subseteq W(A)$

(4) $\lambda \in W(A) \iff A \cong \begin{bmatrix} \lambda & * \\ * & * \end{bmatrix}$

(5) Toeplitz–Hausdorff (1918–19):
   
   $W(A)$ convex

(6) $\sigma(A) \subseteq W(A)$

(7) $W(A \oplus B) = (W(A) \cup W(B))^\circ$

(8) $A$ normal $\Rightarrow W(A) = \sigma(A)^\circ$

(9) $\|A\|/2 \leq w(A) \leq \|A\|$ ($\equiv \max\{\|Ax\| : x \in \mathbb{C}^n, \|x\| = 1\}$)
Question 1. Given $A$, what can we say about $W(A)$?

Question 2. Known $W(A)$, what can we say about $A$?

Question 3. Which bdd convex $\triangle \subseteq \mathbb{C}$ is $W(A)$ for some $A$?
Ex. 1.

\[
A = \begin{bmatrix}
a & b \\
0 & c
\end{bmatrix}
\]

\[\Rightarrow W(A) = \text{elliptic disc with foci } a, c \& \text{minor axis of length } |b|\]
Ex. 2.

\[
A = \begin{bmatrix}
a_1 & 0 \\
\vdots & \ddots \\
0 & a_n
\end{bmatrix}
\]

\[\Rightarrow W(A) = \text{polygonal region with some of the } a_j\text{'s as vertices} \]
Ex. 3.

\[ A = J_n \equiv \begin{bmatrix} 0 & 1 \\ 0 & \ddots \\ \vdots & \ddots & 1 \\ 0 & \end{bmatrix} \quad (n \times n \text{ Jordan block}) \]

\[ \Rightarrow W(A) = \text{circular disc centered at 0} \& \text{ radius } \cos \left( \frac{\pi}{n + 1} \right) \]
(I) J. Anderson (early 1970s):

Condition for $W(A) = \text{circular disc}$

(II) J. Holbrook (1969):

Inequality of $w(AB)$ for $AB = BA$

(III) J. P. Williams & T. Crimmins (1967):

Condition for $w(A) = \|A\|/2$
$$\mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \}$$

(I) J. Anderson (early 1970s):

Thm. $A n \times n$, $\mathcal{W}(A) \subseteq \overline{\mathbb{D}} \& \# (\partial \mathcal{W}(A) \cap \partial \mathbb{D}) > n \Rightarrow \mathcal{W}(A) = \overline{\mathbb{D}}$

Pf: (Wu, 1999)

\[ \mathcal{W}(A) \subseteq \overline{\mathbb{D}} \iff \text{Re} \left( e^{-i\theta} A \right) \leq I_n \quad \forall \theta \in \mathbb{R} \]

Let $p(e^{i\theta}) = \det \left( I_n - \text{Re} \left( e^{-i\theta} A \right) \right) \quad \forall \theta$

Then $p(e^{i\theta}) = a_n e^{-in\theta} + \cdots + a_1 e^{-i\theta} + a_0 + a_1 e^{i\theta} + \cdots + a_n e^{in\theta} \geq 0 \quad \forall \theta$

Moreover, $e^{i\theta} \in \partial \mathcal{W}(A) \iff p(e^{i\theta}) = 0$

\[ \therefore p(e^{i\theta}) = |q(e^{i\theta})|^2 \text{ for some poly. } q \text{ of deg.} \leq n \text{ (Riesz-Fejér, 1916)} \]

\[ \# (\partial \mathcal{W}(A) \cap \partial \mathbb{D}) > n \Rightarrow p(e^{i\theta}) = 0 \text{ for more than } n \theta \text{'s} \]

\[ \Rightarrow q(e^{i\theta}) = 0 \text{ for more than } n \theta \text{'s} \]

\[ \Rightarrow q \equiv 0 \quad \Rightarrow p \equiv 0 \quad \iff \mathcal{W}(A) = \overline{\mathbb{D}} \]

Cor. $\{ z \in \overline{\mathbb{D}} : \text{Re } z \geq 0 \} \neq \mathcal{W}(A) \quad \forall \text{ finite matrix } A$
Generalizations:

(1) Gau & Wu (2004):

\[
A = \begin{bmatrix}
0 & 1 \\
& \ddots & \ddots \\
& & 0 & 1 \\
& & -a_n & \cdots & -a_2 & -a_1
\end{bmatrix}
\]

\(n \times n\) companion matrix

\(W(A) \supseteq D\) (closed circular disc at 0),

\#(\partial W(A) \cap \partial D) > n \Rightarrow A = J_n

(2) Gau & Wu (2006):

A compact, \(W(A) \subseteq \overline{D}\), \#(\partial W(A) \cap \partial D) = \infty \Rightarrow W(A) = \overline{D}

Idea: “analytic” branch of \(d_A(\theta) = \max W(Re (e^{-i\theta} A))\), \(\theta \in \mathbb{R}\)

\[d_A(\theta) \leq 1 \quad \forall \ \theta\]

\[d_A(\theta) = 1 \quad \text{for infinitely many} \ \theta\text{'s} \quad \Rightarrow d_A \equiv 1\]

Cor. \(\{z \in \overline{D} : Re \ z \geq 0\} \neq W(A)\) for A compact
(3) Gau & Wu (2008):

\[ A \in \mathbb{R}^{n \times n}, \ W(A) \supseteq \overline{D}, \ \#(\partial W(A) \cap \partial D) > n \]

\[ \Rightarrow \partial W(A) \text{ contains an arc of } \partial D \]

Ex. \[ A = \begin{bmatrix} 0 & 2 \\ 0 & 0 \end{bmatrix} \oplus \text{diag} \left( r, re^{i\theta_0}, \ldots, re^{i(n-3)\theta_0} \right) \]

\[ 1 < r < \sec \left( \frac{\pi}{n-2} \right), \ \theta_0 = \frac{2\pi}{n-2} \]

\[ \Rightarrow W(A) \supseteq \overline{D} \& \partial W(A) \text{ contains } n-2 \text{ arcs of } \partial D \]
(4) A $n \times n$ nilpotent, $W(A) \subseteq \overline{D}$, $\#(\partial W(A) \cap \partial D) > n - 2$

$\Rightarrow W(A) = \overline{D}$ & “$n - 2$” is sharp:

$$
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & 1 \\
0 & 1 & & & 0 \\
& & \ddots & \cdots & \vdots \\
& & \vdots & \ddots & 0 \\
& & & \vdots & 1 \\
0 & & & & & \\
\end{bmatrix}
$$

$n \times n$ ($n \geq 3$)

Ex. $A_n =$

$\Rightarrow W(A_n) \not\subseteq \overline{D}$ & $\#(\partial W(A_n) \cap \partial D) = n - 2$

(5) A $n \times n$ nilpotent, $W(A) \supseteq \overline{D}$, $\#(\partial W(A) \cap \partial D) > n - 2$

$\Rightarrow \begin{cases}
W(A) = \overline{D} & \text{if } 2 \leq n \leq 4 \\
\partial W(A) \text{ contains an arc of } \partial D & \text{if } n \geq 5
\end{cases}$
(6) Wu (2011):

\[ A \times n, \ W(A) = \text{circular disc centered at } a \]
\[ \Rightarrow a \text{ is eigenvalue of } A \text{ with } 1 \leq \text{geom. multi.} < \text{alg. multi.} \]

Cor.1. \( A \times n \) similar to normal \( \Rightarrow W(A) \neq \text{circular disc} \)

Cor.2. \( A \times n \) nonnegative \& irreducible

\[ \Rightarrow W(A) \neq \text{circular disc} \]

Cor.3. \( A \times n \) row stochastic \( \Rightarrow W(A) \neq \text{circular disc} \)

Cheung \& Li (2013)
(7) A \( n \times n \) \( A \cong A_1 \oplus + \cdots \oplus A_k \), \( W(A) = \) elliptic disc

\[ \Rightarrow W(A_j) = \text{elliptic disc for some } j \]

Pf.: \( \therefore W(A) = (W(A_1) \cup \cdots \cup W(A_k))^\cap = \) elliptic disc \( E \)

pigeonhole principle \( \Rightarrow \) \( \#(\partial W(A_j) \cap \partial E) = \infty \) for some \( j \)

Anderson \( \Rightarrow W(A_j) = E \)

Note. Generalize Tam & Yang (1999)
(II) J. Holbrook (1969):

\[ AB = BA \Rightarrow w(AB) \leq w(A)\|B\|, \|A\|w(B) \]

Known:

(1) \[ w(AB) \leq 4w(A)w(B) \] & “4” is sharp:

Ex. \( A = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \Rightarrow AB = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \)

\[ \therefore w(AB) = 1, \quad w(A) = w(B) = 1/2 \]

(2) \[ AB = BA \Rightarrow w(AB) \leq 2w(A)w(B) \] & “2” is sharp:

Ex. \( A = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \oplus \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \)

\[ w(AB) = w(A) = w(B) = 1/2 \]
(3) True if \( A \) normal (Holbrook, 1969)
\[
AB = BA \quad \& \quad AB^* = B^*A \quad (\text{Holbrook, 1969})
\]
if \( A, B \ 2 \times 2 \) (Holbrook, 1992)

(4) Crabb (1976):
\[
AB = BA \Rightarrow w(AB) \leq (\sqrt{2 + 2\sqrt{3}/2}) \ w(A)\|B\|
\]
(5) Müller, Davidson & Holbrook (1988):

Ex. $A = J_9, \ B = J_9^3 + J_9^7$

$$w(AB) = \|A\| = 1, \ \|B\| \geq \sqrt{2}$$

$$w(A) = w(B) = \cos (\pi/10)$$

$$\Rightarrow w(AB) > \|A\|w(B), \text{ but } w(AB) \leq w(A)\|B\|$$

Holbrook & Schoch (2010): $A, B \ 3 \times 3$
Wu, Gau & Tsai (2009):

Thm 1. \( A \in S_n, \ AB = BA \Rightarrow w(AB) \leq w(A)\|B\| \)

But \( A \in S_n, \ AB = BA \nRightarrow w(AB) \leq \|A\|w(B) \)

Def. \( A \in S_n \) if \( \|A\| \leq 1, \ \sigma(A) \subseteq \mathbb{D} \& \text{rank} (I_n - A^*A) = 1 \)

Ex.1. \( J_n \in S_n \)

Ex.2. \( A \ 2 \times 2 \). Then \( A \in S_2 \Leftrightarrow A \cong \begin{bmatrix} a & \sqrt{(1 - |a|^2)(1 - |b|^2)} \\ 0 & b \end{bmatrix} \),

where \(|a|, \ |b| < 1 \)

finite-dim version of \( S(\phi) \): Sarason (1967)

Sz.-Nagy–Foias contraction theory (1960s–’70s)
Cor. A quadratic, $AB = BA \Rightarrow w(AB) \leq w(A)\|B\|
\uparrow
A^2 + aA + bl = 0$ for some $a, b \in \mathbb{C}$

Unknown:

$A$ quadratic, $AB = BA \Rightarrow w(AB) \leq \|A\|w(B)$

Known:

(1) Rao (1994):

$A^2 = al, AB = BA \Rightarrow w(AB) \leq \|A\|w(B)$

(2) Gau, Huang & Wu (2008):

$A^2 = 0 \text{ or } A^2 = A, AB = BA
\Rightarrow w(AB) \leq \min\{w(A)\|B\|, \|A\|w(B)\}$
\[ \|A\|/2 \leq w(A) \leq \|A\| \]

(III) Williams & Crimmins (1967):

\[ \|A\| = 2, \ w(A) = 1 \]

\[ \Rightarrow A \cong \begin{bmatrix} 0 & 2 \\ 0 & 0 \end{bmatrix} \oplus A' \quad \& \quad W(A) = \mathbb{D} \]

Pf.: Let \( x \in \mathbb{C}^n \) s.t. \( \|x\| = 1 \) & \( \|Ax\| = \|A\| \)

Let \( y = (1/2)Ax \)

Then \( \|y\| = 1 \) & \( x \perp y \)

Let \( K = \vee \{y, x\} \)

Then \( A \cong \begin{bmatrix} 0 & 2 \\ 0 & 0 \end{bmatrix} \oplus A' \) on \( H = K \oplus K^\perp \)
August, 1978
Helsinki, Finland
James P. Williams (1938–1983)
Crabb (1971):

\[ w(A) \leq 1, \|A^n x\| = 2 \text{ for some } n \geq 1 \quad \& \quad \|x\| = 1 \]

\[
\begin{cases}
\begin{bmatrix} 0 & 2 \\ 0 & 0 \end{bmatrix} \oplus A' & \text{if } n = 1 \\
\begin{bmatrix} 0 & \sqrt{2} \\ 0 & 1 \end{bmatrix} \oplus A' & \text{if } n \geq 2
\end{cases}
\]

\[ A \cong \begin{bmatrix}
\vdots & \vdots \\
\vdots & 1 \\
\vdots & \sqrt{2} \\
0 & 0
\end{bmatrix} \oplus A' \text{ if } n \geq 2
\]

\[ W(A) = \overline{D} \]

\[ f(z) = z \cdot \prod_{j=1}^{n-1} \left( z - a_j \right) / \left( 1 - \overline{a_j} z \right), \quad |a_j| < 1 \; \forall j \]

\[ w(A) \leq 1 \]

\[ \| f(A) \| = 2 \]

\[ \Rightarrow A \cong B \oplus A', \text{ where } B \text{ similar to the } S_{n+1}-\text{matrix with} \]

\[ \text{eigenvalues } a_1, ..., a_{n-1}, 0, 0 \quad \& \quad W(A) = \overline{D} \]

Special cases:

\[ f(z) = z \quad \Rightarrow \quad \text{Williams} \; \& \; \text{Crimmins} \]

\[ f(z) = z^n \; (n \geq 2) \quad \Rightarrow \quad \text{Crabb} \]
Gau, Wang & Wu (201?)

\[ A \times n, \quad \| A \| = \| A^k \| = 1 \text{ for some } k \geq 1 \]

\[ \Rightarrow w(A) \geq \cos \left( \frac{\pi}{k + 2} \right) \]

Moreover, 

\[ w(A) \geq \cos \left( \frac{\pi}{k + 2} \right) \]

Special cases:

\[ k = 1 \Rightarrow \text{Williams & Crimmins} \]

\[ k = n - 1: \]

Cor. \[ A \times n, \quad \| A \| = 1. \] Then the following are equiv.:

(a) \[ \| A^{n-1} \| = 1 \& w(A) = \cos \left( \frac{\pi}{n + 1} \right), \]

(b) \[ A \cong J_n, \]

(c) \[ \| A^{n-1} \| = 1 \& A^n = 0, \]

(d) \[ W(A) = \{ z \in \mathbb{C} : |z| \leq \cos \left( \frac{\pi}{n + 1} \right) \} \quad (Wu, 1998). \]
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