Two-grid discretization schemes for nonlinear Schrödinger equations
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Abstract

We study efficient two-grid discretization schemes with two-loop continuation algorithms for computing wave functions of two-coupled nonlinear Schrödinger equations defined on the unit square and the unit disk. Both linear and quadratic approximations of the operator equations are exploited to derive the schemes. The centered difference approximations, the six-node triangular elements and the Adini elements are used to discretize the PDEs defined on the unit square. The proposed schemes also can compute stationary solutions of parameter-dependent reaction–diffusion systems. Our numerical results show that it is unnecessary to perform quadratic approximations.
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1. Introduction

In the past decade, Bose–Einstein condensation (BEC) of alkali atoms and hydrogen has been produced and studied in the laboratory [14], and has intrigued researchers in physics and mathematics. The macroscopic wave function of the BEC is governed by the nonlinear Schrödinger equation (NLS)

\[ i\Phi_t = -\Delta \Phi + V(x)\Phi + \mu|\Phi|^2\Phi, \quad x \in \mathbb{R}^2, \quad t > 0, \]

\[ \Phi(x, t) \in \mathbb{C}, \]

\[ \Phi(x, t) \to 0 \quad \text{as} \quad |x| \to +\infty, \quad t > 0. \]
Here $\Phi = \Phi(x, t)$ is the wave function of the BEC, $V(x) = \frac{1}{2}(\gamma_1^2 x_1^2 + \gamma_2^2 x_2^2)$ the trapping potential with $\gamma_1$ and $\gamma_2$ as the trap frequencies in $x_1$- and $x_2$-axis, respectively. The trapping potential is isotropic if $\gamma_1 = \gamma_2$, otherwise it is called nonisotropic. The coefficient $\mu$ can be positive or negative depending on the interaction is repulsive or attractive. Eq. (1.1) has been studied extensively for many years because of their importance in physical and mathematical problems. Experimental reports concerning the BEC can be found, e.g., in [1,14]. Mathematical and numerical study of (1.1) can be found in [3–5,18]. To compute wave functions of (1.1), in general one has to discretize or integrate the partial derivative of $\Phi$ with respect to $t$. For instance, Bao et al. [5] used time-splitting spectral discretizations to compute wave functions of (1.1).

In this paper, we will study two-grid discretization schemes for computing stationary state solutions of the two-coupled nonlinear Schrödinger equations (TCNLS)

$$\frac{\partial \Phi_j}{\partial t} = -\Delta \Phi_j + V_j(x)\Phi_j + \mu_j|\Phi_j|^2\Phi_j + \sum_{i \neq j} \beta_{ij}|\Phi_i|^2\Phi_j \quad \text{for} \ x \in \mathbb{R}^2, \ t > 0,$$

$$\Phi_j(x, t) \to 0 \quad \text{as} \ |x| \to +\infty, \ t > 0,$$

(1.2)

where $\Phi_j$ and $V_j(x)$ have the same meaning as those of $\Phi$ and $V(x)$ in (1.1). The coefficients $\mu_j$ can be positive or negative. The coupling constant $\beta_{ij}$ is the interaction between $\Phi_1$ and $\Phi_2$. We say the interaction is repulsive if $\beta_{ij} > 0$, and attractive if $\beta_{ij} < 0$. For simplicity we let $\beta_{12} = \beta_{21} = \beta$. Eq. (1.2) describes uniting two grown condensates to form one large single condensate. The first experiment involving the uniting of multicomponent BEC was reported in [20]. Bao [2] studied ground states and dynamics of multicomponent BEC using a continuous normalized gradient flow (CNGF), the backward Euler finite difference (BEFD), and a time-splitting sine-spectral method. Ghosh [12] studied the dynamics of the TCNLS. Recently, Chang et al. [7] proposed a time-independent approach for computing wave functions of (1.2). To be precise, let

$$\Phi_j(x, t) = e^{-i\lambda_j t}u_j(x),$$

(1.3)

where $\lambda_j$ are the chemical potentials of the system. Then (1.2) can be transformed into

$$-\Delta u_1 - \lambda_1 u_1 + V_1(x)u_1 + \mu_1 u_1^3 + \beta u_1 u_2^2 = 0 \quad \text{in} \ \Omega,$$

$$-\Delta u_2 - \lambda_2 u_2 + V_2(x)u_2 + \mu_2 u_2^3 + \beta u_2 u_1^2 = 0 \quad \text{in} \ \Omega,$$

$$u_1 = u_2 = 0 \quad \text{on} \ \partial \Omega,$$

(1.4)

where $\Omega \subset \mathbb{R}^2$ is a smooth domain with piecewise smooth boundary $\partial \Omega$. Note that in (1.1) and (1.2) the solutions decay to zero in the far-field. Thus, in practical computation, the domain $\Omega$ should be chosen as large as possible if we impose Dirichlet boundary conditions on it. The solutions $\Phi_j$ also represent the $j$th component of the beam in Kerr-like photorefractive media.

Eq. (1.4) is a nonlinear system of equations involving multiparameters. The solution manifolds of (1.4) can be traced numerically using continuation methods, where one of the chemical potentials, say $\lambda_1$, is used as the continuation parameter; see e.g., [6] and the further references cited therein. If the solution manifolds of (1.4) is numerically traced, then the wave functions of (1.2) can be easily obtained using (1.3). In [10] Chien and Jeng proposed two-grid discretization schemes for tracing solution manifolds of semilinear elliptic eigenvalue problems, where both centered difference approximations and the six-node triangular elements were used to discretize the PDEs. In this paper, we will derive a two-grid discretization scheme so that the wave functions of (1.2) can be computed efficiently. To derive two-grid discretization schemes for nonlinear eigenvalue problems, one of the main concerns is that which discretization method should be used so that singular points of the PDEs such as folds and bifurcation points can be accurately approximated. Besides the discretization schemes exploited in [10], the high order Adini elements will also be used to discretize the PDEs. Recently, Huang et al. [15,16] studied global superconvergence and error estimates of Adini’s elements for the Poisson type equations. The advantage of implementing Adini’s elements is that less elements are required to obtain approximate solutions with high accuracy especially when the domain is rectangular.
The two-grid discretization schemes we propose here also can be used to compute stationary solutions of parameter-dependent reaction–diffusion systems of the following form [21]:
\[
\frac{\partial u}{\partial t} = d_1 \Delta u + f(u, v, \lambda) \quad \text{in } \Omega,
\]
\[
\frac{\partial v}{\partial t} = d_2 \Delta v + g(u, v, \lambda) \quad \text{in } \Omega
\]
for all \( t \geq 0 \), subject to suitable boundary conditions. Here \( u \) and \( v \) represent the state variables, \( \lambda \in \mathbb{R}^k \) is the parameter vector, and the domain \( \Omega \) is defined as in (1.4). Eq. (1.5) is used as a mathematical model for various types of problems in sciences and engineering, e.g., the Brusselator [22] in chemistry, the Gierer–Meinhardt system [13], the Lotka–Volterra system [19] in mathematical biology, and so on. We wish to mention here that during the past years some two-grid mixed finite element discretization schemes have been developed for reaction–diffusion equations [8,24,25].

This paper is organized as follows. In Section 2 we derive linear and quadratic approximations for (1.5) in the rectangular coordinates. The two-grid centered difference discretization algorithms are described in Section 3. The two-grid finite element counterparts can be described in a similar way and is omitted here. We show in Section 4 how the two-grid centered difference discretization schemes can be adapted to the polar coordinates. In Section 5 we give centered difference approximations for (1.4) and the Brusselator. We also briefly discuss the Adini’s elements therein. Sample numerical results are reported in Section 6. Finally, some concluding remarks are given in Section 7.

2. Linear and quadratic approximations

For convenience we consider (1.5) for all \( t \geq 0 \), subject to the homogenous Dirichlet boundary conditions
\[
u(x, y, t) = u_0, \quad v(x, y, t) = v_0, \quad (x, y) \in \partial \Omega.
\]
(2.1)

Here the unknowns \( u, v \) are state variables which represent concentrations of some intermediate chemicals in the reaction, \( d_1 \) and \( d_2 \) are diffusion rates, while \( \lambda \in \mathbb{R} \) is one of the control parameters in the system, e.g., initial or final products, catalysts, temperature, etc., and \((u_0, v_0)\) is a uniform steady state solution, i.e., \( u_0, v_0 \) are independent of the variables \( t, x, y \) which satisfy
\[
f(u_0, v_0, \lambda) = g(u_0, v_0, \lambda) = 0.
\]

We assume that the functions \( f \) and \( g \) are at least twice continuously differentiable.

We rewrite the stationary state of (1.5) as
\[
\Phi(u, v, \lambda) = \begin{bmatrix} \phi_1(u, v, \lambda) \\ \phi_2(u, v, \lambda) \end{bmatrix} = \begin{bmatrix} d_1 \Delta u + f(u, v, \lambda) \\ d_2 \Delta v + g(u, v, \lambda) \end{bmatrix} = 0 \quad \text{in } \Omega,
\]
(2.2)

where \( \Phi : B_1 \times B_1 \times \mathbb{R}^k \rightarrow B_2 \) is a smooth mapping with \( u_1, u_2 \in B_1, \lambda \in \mathbb{R}^k \) with \( B_1 \) and \( B_2 \) two Banach spaces. Let \( \tilde{h}, h \in (0, 1) \) be any two fixed positive numbers. Since we will use the solution manifolds of (1.4) together with (1.3) to compute wave functions of (1.2), we discretize (2.2) by using centered differences or finite elements on the coarse grid with uniform meshsize \( \tilde{h} \). Let \((u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})\) be an approximate stationary state solution of (1.5) on the coarse grid, and \((u_{\tilde{h}}, v_{\tilde{h}}, \lambda_{\tilde{h}})\) the counterpart on the fine grid with uniform meshsize \( h \). The linear approximations of the mappings \( \phi_1(u, v, \lambda_{\hat{h}}) \) and \( \phi_2(u, v, \lambda_{\hat{h}}) \) at \((u_{\hat{h}}, v_{\hat{h}})\) are given by
\[
\begin{align*}
\phi_1(u, v, \lambda_{\hat{h}}) & \approx \phi_1(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}}) + D_u \phi_1(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})(u - u_{\hat{h}}) + D_v \phi_1(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})(v - v_{\hat{h}}), \\
\phi_2(u, v, \lambda_{\hat{h}}) & \approx \phi_2(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}}) + D_u \phi_2(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})(u - u_{\hat{h}}) + D_v \phi_2(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})(v - v_{\hat{h}}).
\end{align*}
\]
(2.3)

Setting \( e_1 = u - u_{\hat{h}} \) and \( e_2 = v - v_{\hat{h}} \), Eq. (2.3) becomes
\[
D_u \phi_1(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})e_1 + D_v \phi_1(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})e_2 \approx -\phi_1(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}}),
\]
\[
D_u \phi_2(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})e_1 + D_v \phi_2(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}})e_2 \approx -\phi_2(u_{\hat{h}}, v_{\hat{h}}, \lambda_{\hat{h}}).
\]
(2.4)
Thus (2.4) can be expressed as

\[ D_u \phi_1(u_h, v_h, \lambda_h)e_1 = d_1 \Delta e_1 + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h)e_1, \]

\[ D_v \phi_1(u_h, v_h, \lambda_h)e_2 = \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h)e_2, \]

\[ D_u \phi_2(u_h, v_h, \lambda_h)e_1 = \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h)e_1, \]

\[ D_v \phi_2(u_h, v_h, \lambda_h)e_2 = d_2 \Delta e_2 + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)e_2. \]

Thus (2.4) can be expressed as

\[ d_1 \Delta e_1 + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h)e_1 + \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h)e_2 \approx -d_1 \Delta u_h - f(u_h, v_h, \lambda_h), \]

\[ d_2 \Delta e_2 + \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h)e_1 + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)e_2 \approx -d_2 \Delta v_h - g(u_h, v_h, \lambda_h). \]

The state variables of the approximate solution \((u_h, v_h, \lambda_h)\) can be corrected on the fine grid by solving the following equations:

\[ d_1 \Delta e_1 + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h)e_1 + \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h)e_2 = -d_1 \Delta u_h - f(u_h, v_h, \lambda_h) \quad \text{in } \Omega = [0, \ell] \times [0, 1] \]

\[ d_2 \Delta e_2 + \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h)e_1 + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)e_2 = -d_2 \Delta v_h - g(u_h, v_h, \lambda_h) \quad \text{in } \Omega = [0, \ell] \times [0, 1] \] (2.5)

with Dirichlet boundary conditions

\[ e_1(x, y) = 0, \quad e_2(x, y) = 0, \quad (x, y) \in \partial \Omega. \]

In other words, the correction \((e_1, e_2)\) on the fine grid is obtained by solving the following system of PDEs with Dirichlet boundary conditions:

\[
\begin{bmatrix}
  d_1 \Delta + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h) & \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h) \\
  \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h) & d_2 \Delta + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)
\end{bmatrix}
\begin{bmatrix}
e_1 \\
e_2
\end{bmatrix}
= \begin{bmatrix}
-d_1 \Delta u_h - f(u_h, v_h, \lambda_h) \\
-d_2 \Delta v_h - g(u_h, v_h, \lambda_h)
\end{bmatrix}. \quad (2.6)
\]

Since the functions \(f\) and \(g\) are twice continuously differentiable, the quadratic approximations of \(\phi_1(u, v, \lambda_h)\) and \(\phi_2(u, v, \lambda_h)\) at \((u_h, v_h)\) for the further corrections on the coarse grid are

\[ \phi_1(u, v, \lambda_h) \approx \phi_1(u_h, v_h, \lambda_h) + D_u \phi_1(u_h, v_h, \lambda_h)(u - u_h) + D_v \phi_1(u_h, v_h, \lambda_h)(v - v_h) \]

\[ + \frac{1}{2}[D_{uu} \phi_1(u_h, v_h, \lambda_h)(u - u_h)^2 + 2D_{uv} \phi_1(u_h, v_h, \lambda_h)(u - u_h)(v - v_h) \]

\[ + D_{vv} \phi_1(u_h, v_h, \lambda_h)(v - v_h)^2], \]

\[ \phi_2(u, v, \lambda_h) \approx \phi_2(u_h, v_h, \lambda_h) + D_u \phi_2(u_h, v_h, \lambda_h)(u - u_h) + D_v \phi_2(u_h, v_h, \lambda_h)(v - v_h) \]

\[ + \frac{1}{2}[D_{uu} \phi_2(u_h, v_h, \lambda_h)(u - u_h)^2 + 2D_{uv} \phi_2(u_h, v_h, \lambda_h)(u - u_h)(v - v_h) \]

\[ + D_{vv} \phi_2(u_h, v_h, \lambda_h)(v - v_h)^2]. \quad (2.7) \]
Then

\[ D_u \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1) + D_v \phi_1(u_{\tilde{h}^2}, v_{\tilde{h}^2}, \lambda_{\tilde{h}^2})(\tilde{e}^2 + e_2) \]

\[ \approx -\phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1}) - \frac{1}{2}[D_{uu} \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2 + 2D_{uv} \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2) \\
+ D_{vv} \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2], \]

\[ D_u \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1) + D_v \phi_2(u_{\tilde{h}^2}, v_{\tilde{h}^2}, \lambda_{\tilde{h}^2})(\tilde{e}^2 + e_2) \]

\[ \approx -\phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1}) - \frac{1}{2}[D_{uu} \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2 + 2D_{uv} \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2) \\
+ D_{vv} \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2], \]

(2.8)

where \( \tilde{e}^1 = u - u_{\tilde{h}^1} - e_1 \) and \( \tilde{e}^2 = v - v_{\tilde{h}^2} - e_2 \). Note that

\[ D_{uu} \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2 = \frac{\partial^2 f}{\partial u^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2, \]

\[ D_{uv} \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2) = \frac{\partial^2 f}{\partial v \partial u}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2), \]

\[ D_{vv} \phi_1(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2 = \frac{\partial^2 f}{\partial v^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2, \]

\[ D_{uu} \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2 = \frac{\partial^2 g}{\partial u^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2, \]

\[ D_{uv} \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2) = \frac{\partial^2 g}{\partial v \partial u}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2), \]

\[ D_{vv} \phi_2(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2 = \frac{\partial^2 g}{\partial v^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2. \]

Thus (2.8) can be expressed as

\[ d_1 \Delta(\tilde{e}^1 + e_1) + \frac{\partial f}{\partial u}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1) + \frac{\partial f}{\partial v}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2) \]

\[ \approx -d_1 \Delta u_{\tilde{h}^1} - f(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1}) - \frac{1}{2} \left[ \frac{\partial^2 f}{\partial u^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2 + 2 \frac{\partial^2 f}{\partial v \partial u}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2) \\
+ \frac{\partial^2 f}{\partial v^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2 \right], \]

\[ d_2 \Delta(\tilde{e}^2 + e_2) + \frac{\partial g}{\partial u}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1) + \frac{\partial g}{\partial v}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2) \]

\[ \approx -d_2 \Delta v_{\tilde{h}^2} - g(u_{\tilde{h}^2}, v_{\tilde{h}^2}, \lambda_{\tilde{h}^2}) - \frac{1}{2} \left[ \frac{\partial^2 g}{\partial u^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)^2 + 2 \frac{\partial^2 g}{\partial v \partial u}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^1 + e_1)(\tilde{e}^2 + e_2) \\
+ \frac{\partial^2 g}{\partial v^2}(u_{\tilde{h}^1}, v_{\tilde{h}^1}, \lambda_{\tilde{h}^1})(\tilde{e}^2 + e_2)^2 \right]. \]

(2.9)
Since \((e_1, e_2)\) is the solution of (2.5), the system (2.9) becomes

\[
d_1 \Delta \bar{e}_1 + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h)\bar{e}_1 + \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h)\bar{e}_2 \\
\approx -\frac{1}{2} \left[ \frac{\partial^2 f}{\partial u^2}(u_h, v_h, \lambda_h)(\bar{e}_1 + e_1)^2 + \frac{\partial^2 f}{\partial v \partial u}(u_h, v_h, \lambda_h)(\bar{e}_1 + e_1)(\bar{e}_2 + e_2) \\
+ \frac{\partial^2 f}{\partial u v}(u_h, v_h, \lambda_h)(\bar{e}_2 + e_2)(\bar{e}_1 + e_1) + \frac{\partial^2 f}{\partial v^2}(u_h, v_h, \lambda_h)(\bar{e}_2 + e_2)^2 \right] \\
\approx -\frac{1}{2} \left[ \frac{\partial^2 f}{\partial u^2}(u_h, v_h, \lambda_h)e_1^2 + 2\frac{\partial^2 f}{\partial v \partial u}(u_h, v_h, \lambda_h)e_1 e_2 + \frac{\partial^2 f}{\partial v^2}(u_h, v_h, \lambda_h)e_2^2 \right],
\]

\[
d_2 \Delta \bar{e}_2 + \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h)\bar{e}_1 + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)\bar{e}_2 \\
\approx -\frac{1}{2} \left[ \frac{\partial^2 g}{\partial u^2}(u_h, v_h, \lambda_h)(\bar{e}_1 + e_1)^2 + \frac{\partial^2 g}{\partial v \partial u}(u_h, v_h, \lambda_h)(\bar{e}_1 + e_1)(\bar{e}_2 + e_2) \\
+ \frac{\partial^2 g}{\partial u v}(u_h, v_h, \lambda_h)(\bar{e}_2 + e_2)(\bar{e}_1 + e_1) + \frac{\partial^2 g}{\partial v^2}(u_h, v_h, \lambda_h)(\bar{e}_2 + e_2)^2 \right] \\
\approx -\frac{1}{2} \left[ \frac{\partial^2 g}{\partial u^2}(u_h, v_h, \lambda_h)e_1^2 + 2\frac{\partial^2 g}{\partial v \partial u}(u_h, v_h, \lambda_h)e_1 e_2 + \frac{\partial^2 g}{\partial v^2}(u_h, v_h, \lambda_h)e_2^2 \right].
\]

Therefore the correction \((\bar{e}_1, \bar{e}_2)\) is obtained by solving

\[
d_1 \Delta \bar{e}_1 + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h)\bar{e}_1 + \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h)\bar{e}_2 \\
= -\frac{1}{2} \left[ \frac{\partial^2 f}{\partial u^2}(u_h, v_h, \lambda_h)e_1^2 + 2\frac{\partial^2 f}{\partial v \partial u}(u_h, v_h, \lambda_h)e_1 e_2 + \frac{\partial^2 f}{\partial v^2}(u_h, v_h, \lambda_h)e_2^2 \right],
\]

\[
d_2 \Delta \bar{e}_2 + \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h)\bar{e}_1 + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)\bar{e}_2 \\
= -\frac{1}{2} \left[ \frac{\partial^2 g}{\partial u^2}(u_h, v_h, \lambda_h)e_1^2 + 2\frac{\partial^2 g}{\partial v \partial u}(u_h, v_h, \lambda_h)e_1 e_2 + \frac{\partial^2 g}{\partial v^2}(u_h, v_h, \lambda_h)e_2^2 \right].
\]

in \(\Omega = [0, \ell] \times [0, 1]\) with Dirichlet boundary conditions

\[\bar{e}_1(x, y) = 0, \quad \bar{e}_2(x, y) = 0, \quad (x, y) \in \partial \Omega.\]

From the viewpoint of numerical computations, we rewrite (2.10) as

\[
\begin{bmatrix}
    d_1 A + \frac{\partial f}{\partial u}(u_h, v_h, \lambda_h) & \frac{\partial f}{\partial v}(u_h, v_h, \lambda_h) \\
    \frac{\partial g}{\partial u}(u_h, v_h, \lambda_h) & d_2 A + \frac{\partial g}{\partial v}(u_h, v_h, \lambda_h)
\end{bmatrix}
\begin{bmatrix}
    \bar{e}_1 \\
    \bar{e}_2
\end{bmatrix}
= -\frac{1}{2} \begin{bmatrix}
    \frac{\partial^2 f}{\partial u^2}(u_h, v_h, \lambda_h)e_1^2 + 2\frac{\partial^2 f}{\partial v \partial u}(u_h, v_h, \lambda_h)e_1 e_2 + \frac{\partial^2 f}{\partial v^2}(u_h, v_h, \lambda_h)e_2^2 \\
    \frac{\partial^2 g}{\partial u^2}(u_h, v_h, \lambda_h)e_1^2 + 2\frac{\partial^2 g}{\partial v \partial u}(u_h, v_h, \lambda_h)e_1 e_2 + \frac{\partial^2 g}{\partial v^2}(u_h, v_h, \lambda_h)e_2^2
\end{bmatrix}.
\]

Note that the coefficient matrix in (2.11) are the same as that in (2.6). In (2.11) we need to compute four first-order and six second-order partial derivatives on the coarse grid. The computations are inexpensive because \(h = O(h^2)\).
3. Two-grid centered difference discretization algorithms

We discretize (2.2), (2.5), and (2.10) by the centered difference approximations with uniform mesh sizes \( \tilde{h} \) and \( h \) defined as in Section 2. Then we adapt Algorithm 4.2 in [10] to trace solution curves of (2.2). Let \( (U_{h}^{(i-1)}, V_{h}^{(i-1)}, \lambda_{h}^{(i-1)}) \) be a point which has been accepted as an approximating point for the solution curve \( \tilde{c} \) on the coarse grid. The next approximating point \( (U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)}) \) for \( \tilde{c} \) can be obtained by solving (2.2) with the predictor–corrector continuation method, which is called the outer-loop continuation. In order to obtain the corresponding approximating point \( (U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)}) \) for the solution curve \( c \) on the fine grid, we use \( (U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)}) \) as a predicted point for the inner-loop continuation. In practice, we have to interpolate \( U_{h}^{(i)} \) and \( V_{h}^{(i)} \) on the fine space. In the corrector step, we consider the linear and quadratic approximations of (2.2) to obtain the corrections for the state variables \( U_{h}^{(i)} \) and \( V_{h}^{(i)} \), and thus obtain the state variables \( U_{h}^{(i)} \) and \( V_{h}^{(i)} \) on the fine grid. More precisely, we solve (2.5) on the fine grid to obtain a correction \((E_{1})_{h}, (E_{2})_{h}\) for the state variable \((U_{h}^{(i)}, V_{h}^{(i)})\). The further coarse grid correction \((\tilde{E}_{1})_{h}, (\tilde{E}_{2})_{h}\) is obtained by solving (2.10) on the coarse grid. Thus the state variables \( U_{h}^{(i)} \) and \( V_{h}^{(i)} \) on the fine grid are given by

\[
U_{h}^{(i)} = I_{h}^{b}U_{h}^{(i)} + (E_{1})_{h} + I_{h}^{b}(\tilde{E}_{1})_{h} \quad \text{and} \quad V_{h}^{(i)} = I_{h}^{b}V_{h}^{(i)} + (E_{2})_{h} + I_{h}^{b}(\tilde{E}_{2})_{h},
\]

where the symbol \( I_{h}^{b} \) denote the interpolation operator from the coarse grid to the fine grid. To guarantee the approximating point is accurate enough on the fine grid, we use \((U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)})\) as an initial guess and perform Newton’s method until it converges to the desired solution. Then we finish the corrector step of the inner-loop continuation and go back to the coarse grid to find next approximating point for \( \tilde{c} \). We repeat this process until the solution curve \( c \) on the fine grid is traced. The two-grid discretization scheme for (2.2) is described as follows.

Algorithm 3.1. A two-grid centered difference discretization algorithm with two-loop continuation algorithm for (2.2).

Input:
\( \tilde{h} \) and \( h \) := the uniform meshsizes on the x- and y-axis of the coarse and the fine grids, respectively.
\( \varepsilon \) := accuracy tolerance of approximating points for both solution curves \( \tilde{c} \) and \( c \) on the coarse and fine grids, respectively.
\( i_{\text{max}} \) := maximum number of continuation steps.
\((U_{h}^{(0)}, V_{h}^{(0)}, \lambda_{h}^{(0)})\) := starting approximating point for \( \tilde{c} \).

1. Outer continuation.
   Use the predictor–corrector continuation method to find the centered difference approximate point \((U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)})\) for \( \tilde{c} \) on the coarse grid.

2. Inner continuation.
   (i) Predictor. Set \((I_{h}^{b}U_{h}^{(i)}, I_{h}^{b}V_{h}^{(i)}, I_{h}^{b}\lambda_{h}^{(i)})\) as the predicted point.
   (ii) Corrector.
      (a) Make a correction on the fine-grid:
         Solve the linear system associated with (2.5) by using a precondition conjugate gradient type method to obtain the approximate solution \((E_{1})_{h}, (E_{2})_{h}\).
      (b) Make a further correction on the coarse-grid:
         Solve the linear system associated with (2.10) to obtain the approximate solution \((\tilde{E}_{1})_{h}, (\tilde{E}_{2})_{h}\).
      (c) Set \( U_{h}^{(i)} = I_{h}^{b}U_{h}^{(i)} + (E_{1})_{h} + I_{h}^{b}(\tilde{E}_{1})_{h} \) and \( V_{h}^{(i)} = I_{h}^{b}V_{h}^{(i)} + (E_{2})_{h} + I_{h}^{b}(\tilde{E}_{2})_{h} \).
      (d) If \( \|\Phi(U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)})\| > \varepsilon \), then use \((U_{h}^{(i)}, V_{h}^{(i)}, \lambda_{h}^{(i)})\) as an initial guess and perform Newton’s method.

3. If \( i = i_{\text{max}} \), exit.
   Else, set \( i = i + 1 \) and go to Step 1.

End
A few remarks should be given concerning the implementation of Algorithm 3.1.

1) It is possible to use the approximating point \((I^h_1 U^{(i)}_h, I^h_1 V^{(i)}_h, \lambda^{(i)}_h)\) on the coarse grid as an initial guess for Newton’s method in the corrector step of the inner-loop continuation. Therefore, we do not have to use the Rayleigh quotient to update the parameter \(\lambda^*_h\) in the corrector step of the inner continuation as we did before in [10].

2) For convenience we denote \((I^h_1 U^{(i)}_h, I^h_1 V^{(i)}_h, \lambda^{(i)}_h)\) by \((\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h)\). It could happen that after the fine grid correction, the approximating point \((\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h)\) satisfies \(\|\Phi(\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h)\| < \varepsilon\) for some positive constant \(\varepsilon\) which is sufficiently small. Then we only need to use the Rayleigh quotient to compute the parameter \(\hat{\lambda}^{(i)}_h\). Then the approximating point \((\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h)\) can be accepted as a solution on the fine grid. In this case we can skip the coarse grid correction and the Newton iteration.

3) If Case (2) happens, then it follows from Case (1) that any point between the approximating point on the coarse grid and the approximating point on the fine grid can be used as an initial guess for Newton’s method.

In summary, we have three variants of the corrector step for the inner-loop continuation.

(ii-1)

\[
\begin{align*}
(a) & \text{ Compute the correction } ((E_1)_h, (E_2)_h) \text{ to the desired accuracy on the fine grid.} \\
(b) & \text{ If } \|\Phi(\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h)\| > \varepsilon, \text{ then use } (\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h) \text{ as an initial guess and } \\
& \text{ perform Newton’s method. Otherwise, use the Rayleigh quotient to compute } \\
& \hat{\lambda}^{(i)}_h, \text{ accept } (\hat{U}^{(i)}_h, \hat{V}^{(i)}_h, \hat{\lambda}^{(i)}_h) \text{ as an approximating point on the fine grid, and go to Step 1.}
\end{align*}
\]

(ii-2)

\[
\begin{align*}
(a) & \text{ Do a few iterations for the correction } ((E_1)_h, (E_2)_h) \text{ and obtain } ((\hat{E}_1)_h, (\hat{E}_2)_h) \\
& \text{ on the fine grid.} \\
(b) & \text{ Set } U^{(i)}_h = I^h_1 U^{(i)} + (\hat{E}_1)_h \text{ and } V^{(i)}_h = I^h_1 V^{(i)} + (\hat{E}_2)_h. \\
(c) & \text{ If } \|\Phi(U^{(i)}_h, V^{(i)}_h, \lambda^{(i)}_h)\| > \varepsilon, \text{ then use } (U^{(i)}_h, V^{(i)}_h, \lambda^{(i)}_h) \text{ as an initial guess and } \\
& \text{ perform Newton’s method.}
\end{align*}
\]

(ii-3)

\[
\begin{align*}
(a) & \text{ Set } U^{(i)}_h = I^h_1 U^{(i)} \text{ and } V^{(i)}_h = I^h_1 V^{(i)}. \\
(b) & \text{ If } \|\Phi(U^{(i)}_h, V^{(i)}_h, \lambda^{(i)}_h)\| > \varepsilon, \text{ then use } (U^{(i)}_h, V^{(i)}_h, \lambda^{(i)}_h) \text{ as an initial guess and } \\
& \text{ perform Newton’s method.}
\end{align*}
\]

The two-grid finite element discretization algorithms can be derived in a similar way and is omitted here.

4. Applications to polar coordinates

For simplicity we consider a single nonlinear Schrödinger equation

\[
\begin{align*}
-\Delta u - \lambda u + Vu + mu^3 &= 0 \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \(\Omega = \{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1\}\) is the unit circle. Let \(x_1 = r \cos \theta, x_2 = r \sin \theta\), and set \(\hat{u}(r, \theta) = u(r \cos \theta, r \sin \theta)\). Then (4.1) becomes

\[
\begin{align*}
&\frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{1}{r^2} \frac{\partial^2 u}{\partial \theta^2} - \lambda u + Vu + mu^3 = 0, \quad 0 < r < 1, \quad 0 \leq \theta < 2\pi, \\
&u(1, \theta) = 0, \quad 0 \leq \theta < 2\pi,
\end{align*}
\]
where we have dropped the “^” sign in (4.2). We discretize (4.2) by the centered difference approximations described in [17] with uniform mesh width \( \Delta r = 2/(2N + 1) \) on the radial direction and \( \Delta \theta = 2\pi/M \) on the azimuthal direction for some positive integers \( M \) and \( N \). The locations of grid points are half integered in the radial direction and integered in the azimuthal direction, i.e.,

\[
    r_i = (i - \frac{1}{2})\Delta r, \quad \theta_j = (j - 1)\Delta \theta, \quad i = 1, 2, \ldots, N + 1, \quad j = 1, 2, \ldots, M + 1.
\]

Let \( U_{ij} = u(r_i, \theta_j) \). Then the centered difference analogue of (4.2) is

\[
    -\frac{U_{i+1,j} - 2U_{ij} + U_{i-1,j}}{(\Delta r)^2} + \frac{1}{r_i} \frac{U_{i+1,j} - U_{i-1,j}}{2\Delta r} + \frac{1}{r_i^2} \frac{U_{i,j+1} - 2U_{ij} + U_{i,j-1}}{(\Delta \theta)^2} - \lambda U_{ij} + VU_{ij} + \mu U_{ij}^3 = 0 \quad \text{in } \Omega,
\]
\[
    U_{N+1,j} = 0 \quad \text{on } \partial \Omega. \quad (4.3)
\]

Since \( u(r, \theta) \) is \( 2\pi \) periodic in \( \theta \), we have \( U_{i,0} = U_{i,M} \) and \( U_{i,1} = U_{i,M+1} \). We can order the grid points either in the radial direction or in the azimuthal direction. In both cases we obtain two nonsymmetric but similar matrices. We refer to [7] for details.

The derivation of two-grid discretization schemes for (4.1) is the same as those given in Section 2 and is omitted here. In conclusion, suppose that \( \Delta \vec{r} \) is the radial meshsize on the coarse grid. To avoid the singularity at the origin, we have to choose \( \Delta r = (1/3^n)\Delta \vec{r} \) for some positive integer \( n \) as the radial meshsize on the fine grid.

5. Discrete systems

5.1. TCNLS

Eq. (1.4) can be expressed as

\[
    F(u_1, u_2, \lambda_1, \lambda_2) = \begin{bmatrix} -\Delta u_1 + f(u_1, u_2, \lambda_1) \\ -\Delta u_2 + g(u_1, u_2, \lambda_2) \end{bmatrix} = 0. \quad (5.1)
\]

Let \( u = (u_1, u_2), C^2_0(\Omega) := \{ u \in C^2(\Omega) \mid u|_{\partial \Omega} = 0 \} \), and \( X = (C^2_0(\Omega))^2, Y = (C^0(\Omega))^2 \). Then \( F : X \times \mathbb{R}^2 \rightarrow Y \) is a smooth mapping. Note that \( u_0 = (0, 0) \) is a trivial solution of (5.1) for all \( \lambda \in \mathbb{R}^2 \). Differentiating \( F \) with respect to \( u \) at the homogeneous equilibrium \( u_0 = (0, 0) \), we obtain the linearization \( L \) of \( F \), namely,

\[
    L := D_uF(u_0, \lambda_1, \lambda_2) = \begin{bmatrix} -\Delta + \frac{\partial f}{\partial u_1}(0, \lambda_1) & \frac{\partial f}{\partial u_2}(0, \lambda_1) \\ \frac{\partial g}{\partial u_1}(0, \lambda_2) & -\Delta + \frac{\partial g}{\partial u_2}(0, \lambda_2) \end{bmatrix} = \begin{bmatrix} -\Delta - \lambda_1 I & 0 \\ 0 & -\Delta - \lambda_2 I \end{bmatrix}, \quad (5.2)
\]

where \( L : X \times \mathbb{R}^2 \rightarrow Y \). We discretize (5.1) by the centered difference approximations with uniform meshsize \( h = 1/(N + 1) \) on the \( x \)- and \( y \)-axis. The centered difference analogue of (5.1) can be expressed as

\[
    F(U, V, \lambda_1, \lambda_2) = \begin{cases} \begin{align*}
        A_1 U - \lambda_1 U + \mu_1 U^3 + \beta V^2 & U = 0, \\
        A_1 V - \lambda_2 V + \mu_2 V^3 & U = 0.
    \end{align*} \end{cases} \quad (5.3)
\]

Here \( A_1 \in \mathbb{R}^{N^2 \times N^2} \) is the coefficient matrix associated with the discretization of the Laplacian \(-\Delta, \quad U = [U_1, U_2, \ldots, U_{N^2}]^T, \quad V = [V_1, V_2, \ldots, V_{N^2}]^T \) with \( h = 1/(N + 1) \) on the \( x \)- and \( y \)-axis, \( U \circ V = [U_1 V_1, U_2 V_2, \ldots, U_{N^2} V_{N^2}] \) denotes the Hadamard product of \( U \) and \( V \), and \( U^r = U \circ \cdots \circ U \), the \( r \)-times Hadamard products of \( U \). We denote \( X = [U, V]^T \).
and treat $\lambda_1$ as the continuation parameter by varying the values of $\lambda_2$ and $\beta$. Note that $F : \mathbb{R}^{M} \times \mathbb{R} \to \mathbb{R}^M$ is a smooth mapping with $M = 2N^2$. For convenience we fix $\lambda_2$. Let the Jacobian matrix of $F$ be denoted by $DF = [D_X F, D_{\lambda_1} F] \in \mathbb{R}^{(M+1) \times M}$. We have

$$D_X F = \begin{bmatrix} A_1 + \text{diag}(-\lambda_1 + 3\mu_1 U^2 + \beta V^2) & \text{diag}(2\beta U \circ V) \\ \text{diag}(2\beta U \circ V) & A_1 + \text{diag}(-\lambda_2 + 3\mu_2 V^2 + \beta U^2) \end{bmatrix}$$

and

$$D_{\lambda_1} F = \begin{bmatrix} -U \\ 0 \end{bmatrix}. \quad (5.4)$$

Note that $A_1$ is symmetric and positive definite, and $D_X F$ is symmetric. The discrete operator corresponding to the linear operator $L$ in (5.2) is denoted by

$$A = \begin{bmatrix} A_1 - \lambda_1 I & 0 \\ 0 & A_1 - \lambda_2 I \end{bmatrix} \in \mathbb{R}^{M \times M}. \quad (5.5)$$

The eigenvalues and corresponding eigenvectors of $A_1$ are

$$\lambda_{p,q} = 4(N + 1)^2 \left( \sin^2 \frac{p\pi}{2(N+1)} + \sin^2 \frac{q\pi}{2(N+1)} \right), \quad 1 \leq p, q \leq N,$$

$$U_{p,q}(x_j, y_k) = \sin \frac{jp\pi}{N+1} \sin \frac{kq\pi}{N+1}. \quad (5.6)$$

We can fix $\lambda_2$ so that the matrix $A$ in (5.5) becomes singular if $\lambda_1 = \lambda_{p,q}$. Thus the bifurcation point of the discrete two-coupled nonlinear Schrödinger equations occur on the trivial solution curve at $\{(U, V, \lambda_1) = (0, 0, \lambda_{p,q}) \mid p, q = 1, 2, \ldots, N\}$.

5.2. The Brusselator

The Brusselator is governed by

$$\frac{\partial u}{\partial t} = d_1 \Delta u + f(u, v, \lambda) = d_1 \Delta u - (\lambda + 1)u + u^2 v + \alpha \quad \text{in} \ \Omega = [0, \ell] \times [0, 1],$$

$$\frac{\partial v}{\partial t} = d_2 \Delta v + g(u, v, \lambda) = d_2 \Delta v + \lambda u - u^2 v \quad \text{in} \ \Omega = [0, \ell] \times [0, 1],$$

$$u(x, y, t) = \alpha, \quad v(x, y, t) = \frac{\lambda}{\alpha} \quad \text{on} \ \partial \Omega. \quad (5.7)$$

Eq. (5.7) has a uniform steady state solution $(u_0, v_0) = (\alpha, \lambda/\alpha)$. We treat $\lambda$ as the bifurcation parameter and fix $\alpha$. Let $u = (u, v)$. Shifting $u_0 = (\alpha, \lambda/\alpha)$ to $u_0 = (0, 0)$, we obtain

$$f(u, \lambda) = (\lambda - 1)u + \alpha^2 v + ((\lambda/\alpha)u^2 + 2\alpha u v + u^2 v),$$

$$g(u, \lambda) = -\lambda u - \alpha^2 v - ((\lambda/\alpha)u^2 + 2\alpha u v + u^2 v). \quad (5.8)$$

Thus the steady state equations of (5.7) can be expressed as

$$F(u, \lambda) = \begin{bmatrix} d_1 \Delta u + f(u, \lambda) \\ d_2 \Delta v + g(u, \lambda) \end{bmatrix} = 0, \quad (5.9)$$
Table 1
The total execution time (in seconds) and total number of iterations on the fine grid for tracing the solution branch of (6.1) bifurcating at \((0, \lambda_{c,1}^{*})\) by implementing Methods 1, 2, 4 with six-node triangular elements

<table>
<thead>
<tr>
<th></th>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>((a) \mu = 30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time(s)</td>
<td>2489.22</td>
<td>2105.08</td>
<td>3799.11</td>
</tr>
<tr>
<td>Total Newton iterations</td>
<td>13</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td>Total linear systems</td>
<td>126</td>
<td>100</td>
<td>198</td>
</tr>
<tr>
<td>Total Lanczos iterations</td>
<td>94581</td>
<td>79704</td>
<td>144723</td>
</tr>
<tr>
<td>((b) \mu = -30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time(s)</td>
<td>2495.63</td>
<td>2139.39</td>
<td>3867.81</td>
</tr>
<tr>
<td>Total Newton iterations</td>
<td>13</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td>Total linear systems</td>
<td>126</td>
<td>100</td>
<td>198</td>
</tr>
<tr>
<td>Total Lanczos iterations</td>
<td>94765</td>
<td>81033</td>
<td>147127</td>
</tr>
</tbody>
</table>

where \(f(\bf{u}, \lambda)\) and \(g(\bf{u}, \lambda)\) are defined as in (5.8). Differentiating \(F\) with respect to \(\bf{u}\) at the homogeneous equilibrium \(\bf{u}_0 = (0, 0)\), we obtain the linearization \(L\) of \(F\) with

\[
L := D_\bf{u} F(0, \lambda) = \begin{bmatrix}
   \frac{\partial f}{\partial u} \bigg|_{\bf{u}=0, \lambda} & \frac{\partial f}{\partial v} \bigg|_{\bf{u}=0, \lambda} \\
   \frac{\partial g}{\partial u} \bigg|_{\bf{u}=0, \lambda} & \frac{\partial g}{\partial v} \bigg|_{\bf{u}=0, \lambda}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
   d_1 A + \frac{\partial f}{\partial u}(0, \lambda) & \frac{\partial f}{\partial v}(0, \lambda) \\
   \frac{\partial g}{\partial u}(0, \lambda) & d_2 A + \frac{\partial g}{\partial v}(0, \lambda)
\end{bmatrix}
\]

where \(A_1\) is defined as in (5.4). Let \(\lambda_{p,q}\) be defined as in (5.6). Similar to the discussion given in [9,11], the eigenvalues \(\lambda_{p,q}^{*}\) of \(A\) are determined by those of the \(2 \times 2\) matrices

\[
B_{p,q} = \begin{bmatrix}
   -d_1 \lambda_{p,q} + (\lambda_{p,q}^{*} - 1) & \frac{x^2}{d_2} \\
   -d_2 \lambda_{p,q}^{*} & -d_2 \lambda_{p,q}^{*} - \frac{x^2}{d_2}
\end{bmatrix}, \quad p, q = 1, \ldots, N.
\]

Since \(\det B_{p,q} = d_1^2 d_2^2 \lambda_{p,q}^{* - 2} - (d_2 \lambda_{p,q}^{*} - d_2 - x^2 d_1) \lambda_{p,q}^{*} + x^2 = 0\), therefore

\[
\lambda_{p,q}^{*} = d_1 \lambda_{p,q} + \left( \frac{1}{\lambda_{p,q}^{*}} + d_1 \right) \frac{x^2}{d_2} + 1, \quad p, q = 1, \ldots, N.
\]

Thus the bifurcation points of the Brusselator occur on the trivial solution curve at \(\{(0, 0, \lambda_{p,q}^{*}) \mid p, q = 1, \ldots, N\}\), where \(\lambda_{p,q}^{*}\) are defined in (5.12).
Table 2
Locations of the first bifurcation points of (6.1)

| Method                  | Meshsize | Matrix order | Bifurcation (0, λₕ) | |λₕₗ − λₕₜ| Time(s) |
|-------------------------|----------|--------------|---------------------|-----------------|-----------|
| Triangular elements     | h = 1/41 | 4225 × 4225  | (0, 20.02088404)     | 4.40 × 10⁻⁴     | 129.95    |
| Triangular elements     | h = 1/48 | 16641 × 16641| (0, 20.02090534)     | 4.19 × 10⁻⁴     | 924.77    |
| Triangular elements     | h = 1/56 | 66049 × 66049| (0, 20.02093030)     | 3.94 × 10⁻⁴     | 6637.56   |
| Adini's elements        | h = 1/32 | 3267 × 3267  | (0, 20.02091925)     | 4.05 × 10⁻⁴     | 198.13    |
| Two-grid solution       |          |              | (0, 20.02132439)     |                 |           |

Table 3
The total execution time (in seconds) and total number of iterations on the fine grid for tracing the solution branch of (1.4) bifurcating at (0, 0, λ₁₁₁) by implementing Methods 1–4 and the single-grid continuation method, V₁ = V₂ = 0, μ₁ = 10, μ₂ = 5, λ₂ = 30, β = 300, and Ω = (0, 1)²

<table>
<thead>
<tr>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 3</th>
<th>Method 4</th>
<th>Single-grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(s)</td>
<td>552.48</td>
<td>350.73</td>
<td>630.69</td>
<td>542.95</td>
</tr>
<tr>
<td>Total Newton iterations</td>
<td>53</td>
<td>12</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Total linear systems</td>
<td>206</td>
<td>124</td>
<td>298</td>
<td>198</td>
</tr>
<tr>
<td>Total preconditioned Lanczos iterations</td>
<td>18111</td>
<td>11438</td>
<td>20695</td>
<td>17983</td>
</tr>
</tbody>
</table>

5.3. The Adini elements

Let the domain S be split into small rectangles □ᵢⱼ, i.e., S = ∪ᵢⱼ□ᵢⱼ. Denote by hᵢ and kⱼ the boundary lengths of □ᵢⱼ, and h = maxᵢ,j{hᵢ, kⱼ}. The rectangles □ᵢⱼ are said to be quasiuniform if

\[
\frac{h}{\minᵢ,j\{hᵢ, kⱼ\}} \leq c
\]

for some constant c. The quasiuniform elements are said to be uniform if hᵢ = h and kⱼ = k. Without loss of generality we may assume h ≥ k. Let VA ⊂ H₀¹(S) be the finite dimensional subspace spanned by the Adini elements,

\[
VA = \{v ∈ H₀¹(S) : v|□ᵢⱼ ∈ \widehat{P}_3, vₓ and vᵧ are continuous at all vertices of □ᵢⱼ\},
\]
where
\[ \hat{P}_3 = \text{span}\{1, x, y, x^2, y^2, xy, x^3, y^3, x^2y, xy^2, x^3y, xy^3\}. \] (5.13)

Note that the Adini elements are conforming for Poisson’s equation but not for biharmonic equations.

Denote $\square_{ij} = \{(x, y) : x_i \leq x \leq x_{i+1}, y_j \leq y \leq y_{j+1}\}$. We choose the affine transformations $\xi = (x - x_i)/h_i$ and $\eta = (y - y_j)/k_j$, where $h_i = x_{i+1} - x_i$ and $k_j = y_{j+1} - y_j$. The admissible functions for the Adini elements are given by
\[ v(x, y) = \sum_{l=1}^{4} v_l \phi_l(\xi, \eta) + h_i \sum_{l=1}^{4} (v_x)_l \phi_l(\xi, \eta) + k_j \sum_{l=1}^{4} (v_y)_l \phi_l(\xi, \eta). \] (5.14)
Fig. 5. The contours of the solutions $u_1$ and $u_2$ of (1.4) with $V_1 = V_2 = 0$, $\mu_1 = 10$, $\mu_2 = 5$, $\lambda_2 = 30$, and $\beta = -300$ at $\lambda_1 = 22.7315546, -94.0162850, -396.206293, -2947.69410$, respectively: (a) $\lambda_1 = 22.7315546$, (b) $\lambda_1 = -94.0162850$, (c) $\lambda_1 = -396.206293$, (d) $\lambda_1 = -2947.69410$.

where the nodal points 1, 2, 3, 4 denote the coordinates $(i, j)$, $(i + 1, j)$, $(i, j + 1)$, and $(i + 1, j + 1)$, respectively. See Fig. 1

The 12 basis functions on $S = [0, 1]^2$ are given explicitly by

$$\phi_1(x, y) = (1 - x)(1 - y)(1 + x + y - 2x^2 - 2y^2),$$

$$\phi_2(x, y) = x(1 - y)(3x + y - 2x^2 - 2y^2),$$

$$\phi_3(x, y) = (1 - x)y(x + 3y - 2x^2 - 2y^2),$$
The total execution time (in seconds) and total number of iterations on the fine grid for tracing the first solution branch of (1.4) defined on the unit circle by implementing Methods 1, 2, 4, and the single-grid continuation method, $V_1 = (x_1^2 + x_2^2)/2$, $V_2 = (x_1^2 + x_2^2)/5$, $\mu_1 = 10$, $\mu_2 = 5$, $\lambda_2 = 10$, and $\beta = 300$.

<table>
<thead>
<tr>
<th></th>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 4</th>
<th>Single-grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(s)</td>
<td>178.92</td>
<td>114.92</td>
<td>182.18</td>
<td>249.15</td>
</tr>
<tr>
<td>Total Newton iterations</td>
<td>39</td>
<td>14</td>
<td>110</td>
<td>201</td>
</tr>
<tr>
<td>Total linear systems</td>
<td>178</td>
<td>128</td>
<td>220</td>
<td>402</td>
</tr>
<tr>
<td>Total Bi-CGSTAB iterations</td>
<td>65975</td>
<td>43864</td>
<td>70560</td>
<td>95803</td>
</tr>
</tbody>
</table>

\[
\phi_4(x, y) = xy(-1 + 3x + 3y - 2x^2 - 2y^2),
\]
\[
\phi_5(x, y) = \psi_1(x, y) = (1 - y)\tilde{\psi}_0(x),
\]
\[
\phi_6(x, y) = \psi_2(x, y) = (1 - y)\tilde{\psi}_1(x),
\]
\[
\phi_7(x, y) = \psi_3(x, y) = y\tilde{\psi}_0(x),
\]
\[
\phi_8(x, y) = \psi_4(x, y) = y\tilde{\psi}_1(y),
\]
\[
\phi_9(x, y) = \theta_1(x, y) = (1 - x)\tilde{\psi}_0(y),
\]
\[
\phi_{10}(x, y) = \theta_2(x, y) = x\tilde{\psi}_0(y),
\]
\[
\phi_{11}(x, y) = \theta_3(x, y) = (1 - x)\tilde{\psi}_1(y),
\]
\[
\phi_{12}(x, y) = \theta_4(x, y) = x\tilde{\psi}_1(y),
\]

where
\[
\tilde{\psi}_0(s) = s^3 - 2s^2 + s, \quad \tilde{\psi}_1(s) = s^3 - s^2
\]

are the cubic Hermite basis functions on [0, 1].

### 6. Numerical results

The numerical algorithms described in Section 3 were implemented to traced solution branches of the TCNLS, where $\tilde{h} = \frac{1}{16}$ and $h = \frac{1}{256}$. For convenience we denote Algorithm 3.1 and the three variants of Algorithm 3.1, i.e., replacing Step 2(ii) of Algorithm 3.1 by the corrector procedures (ii-1)–(ii-3) as Methods 1–4, respectively. The TCNLS were discretized by the centered difference approximation with uniform meshsize on the $x$- and $y$-axis for the rectangular domains $\Omega = (0, 1)^2$ and $(-6, 6) \times (-6, 6)$, and on the radial- and azimuthal-direction for the unit disk. We also compare the performance of six-node triangular elements and the Adini elements on a single grid. As a side application Algorithm 3.1 was also implemented to trace solution branches of the Brusselator. The accuracy tolerances for the linear solvers and the Newton corrector are $5 \times 10^{-10}$ and $5 \times 10^{-8}$, respectively. All computations were executed on a Pentium 4 computer using FORTRAN 95 Language with double precision arithmetic. In these examples we computed 100 approximating points on the solution curves branching from the first bifurcation points.

**Example 1 (A single NLS).** We consider a single NLS
\[
-\Delta u(x) + V(x)u(x) + \mu|u(x)|^2u(x) = \lambda u(x), \quad x \in \Omega = (0, 1)^2,
\]
\[
u(x) = 0, \quad x \in \partial \Omega,
\]
where $V(x) = \frac{1}{2}(x_1^2 + x_2^2)$. To start with, we used a two-grid finite element discretization scheme with $\tilde{h} = \frac{1}{16}$ and $h = \frac{1}{256}$ to compute the first eigenpair of the linear Schrödinger eigenvalue problem
\[
-\Delta u(x) + V(x)u(x) = \lambda u(x), \quad x \in \Omega,
\]
Fig. 6. The contours of the solutions $u_1$ and $u_2$ of (1.4) with $V_1 = (x_1^2 + x_2^2)/2$, $V_2 = (x_1^2 + x_2^2)/5$, $\mu_1 = 10$, $\mu_2 = 5$, $\lambda_2 = 10$, and $\beta = 300$ at $\lambda_1 = 5.75096348$, $16.4065407$, $23.0804876$, $73.0623656$, respectively: (a) $\lambda_1 = 5.75096348$, (b) $\lambda_1 = 16.4065407$, (c) $\lambda_1 = f$, (d) $\lambda_1 = 73.0623656$. 

The first discrete eigenvalue of (6.2) on the fine grid is $\lambda^*_h = 20.02132439$, where the residual norm is $10^{-9}$. Next, we used the two-grid six-node triangular discretization scheme to trace the solution curve of (6.1) branching from the first bifurcation point $(0, \lambda^*_h) \approx (0, 20.02132439)$, where Methods 1, 2, and 4 were implemented with the Lanczos method as the linear solver. Table 1 lists the total execution time as well as the total Lanczos and Newton iterations. Fig. 2 displays the first solution branches of (6.1) with $\mu = 30$ and $\mu = -30$, respectively. Both the six-node triangular elements and the Adini elements were also implemented on a single grid to trace the first solution branch of (6.1). Table 2 lists the locations of the detected bifurcation points $(0, \lambda_h)$ with various grid sizes.
Example 2 (TCNLS on the unit square). We chose $V_1 = V_2 = 0$, $\mu_1 = 10$, $\mu_2 = 5$ and $\lambda_2 = 30$ in (1.4), and treated $\lambda_1$ as the continuation parameter. Table 3 lists the total execution time as well as the total preconditioned Lanczos and Newton iterations, where Methods 1–4 and the single-grid continuation method were implemented to trace the first solution branch. Fig. 3 shows that the solution curves of $u_1$ and $u_2$ are pitchfork and subcritical, where $\beta = -300, -600$ and $-900$. That is, the solution curves turn to the left of the bifurcation point. Fig. 4 shows that the solution curves of $u_1$ and $u_2$ are pitchfork and supercritical, where $\beta = 300, 600$ and $900$. The contours of the solution curves of $u_1$ and $u_2$ with $\beta = -300$ at $\lambda_1 = 22.7315546, -94.0162850, -396.206293$, and $-2947.69410$ are displayed in Fig. 5.
Fig. 8. The contours of the real and imaginary parts of the wave solutions $\Phi_j, j = 1, 2$ with $\lambda_1 = -1490.83931, \lambda_2 = 25.0$, respectively, at $t = 100$.

Fig. 9. The solution curves of $u_1$ and $u_2$ of (1.4) with $V_1 = (x_1^2 + x_2^2)/2, V_2 = (x_1^2 + x_2^2)/5, \mu_1 = 10, \mu_2 = 5, \lambda_2 = 25$, and $\beta = 300$.

**Example 3 (TCNLS on the unit circle).** We study the two-coupled NLS as in (1.4), where $V_1 = (x_1^2 + x_2^2)/2, V_2 = (x_1^2 + x_2^2)/5, \mu_1 = 10, \mu_2 = 5, \lambda_2 = 10$ or $25, \beta = 300$ or $-300$, and treated $\lambda_1$ as the continuation parameter. In Table 4 we list the total execution time as well as the total Bi-CGSTAB and Newton iterations, where Methods 1, 2, 4, and the single-grid continuation method were implemented to trace the first solution branch. We observe that the two-grid methods are better than the single-grid method and Method 2 is superior to the other two two-grid methods. The contours of the solution curves of $u_1$ and $u_2$ with $\lambda_2 = 10$ and $\beta = 300$ at $\lambda_1 = 5.75096348, 16.4065407, 23.0804876$, and $73.0623656$ are displayed in Fig. 6. The contours of the solution curves of $u_1$ and $u_2$ with $\lambda_2 = 25$ and $\beta = -300$.
Fig. 10. The contours of the solutions $u_1$ and $u_2$ of (1.4) with $\Omega = (-6, 6)^2$, $V_1 = (x_1^2 + x_2^2)/2$, $V_2 = (x_1^2 + x_2^2)/5$, $\mu_1 = 10$, $\mu_2 = 5$, $\lambda_2 = 2.5$, and $\beta = 300$ at $\lambda_1 = 1.61545937, 2.41149804, 4.59511622, 13.0373400$, respectively: (a) $\lambda_1 = 1.61545937$, (b) $\lambda_1 = 2.41149804$, (c) $\lambda_1 = 4.59511622$, (d) $\lambda_1 = 13.0373400$.

Example 4 (TCNLS on the square $\Omega = (-\ell, \ell)^2$). We study the two-coupled NLS (1.4) defined on $\Omega = (-\ell, \ell)^2$, where $\ell = 6$, $V_1 = (x_1^2 + x_2^2)/2$, $V_2 = (x_1^2 + x_2^2)/5$, $\mu_1 = 10$, $\mu_2 = 5$, $\lambda_2 = 2.5$, $\beta = 300$, and treated $\lambda_1$ as the continuation parameter. Methods 1–4 were implemented to traced solution branches of this example, where we chose $\lambda_1 = 5.84931608, -1.01785437, -112.638902$, and $-1490.83931$ are displayed in Fig. 7. Fig. 8 displays the wave functions $\Phi_1$ and $\Phi_2$ at $\lambda_1 = -1490.83931$, $\lambda_2 = 25$, and $t = 100$. 

Example 4 (TCNLS on the square $\Omega = (-\ell, \ell)^2$). We study the two-coupled NLS (1.4) defined on $\Omega = (-\ell, \ell)^2$, where $\ell = 6$, $V_1 = (x_1^2 + x_2^2)/2$, $V_2 = (x_1^2 + x_2^2)/5$, $\mu_1 = 10$, $\mu_2 = 5$, $\lambda_2 = 2.5$, $\beta = 300$, and treated $\lambda_1$ as the continuation parameter. Methods 1–4 were implemented to traced solution branches of this example, where we chose
Fig. 11. The bifurcation curve of (5.9) with $d_1 = 1$, $x = 4$, $h = \frac{1}{256}$.

Table 5
The total execution time (in seconds) and total number of iterations on the fine grid for tracing the solution branch of (5.9) bifurcating at $(0, 0, \lambda^*_{1,1})$

<table>
<thead>
<tr>
<th>Method</th>
<th>Time(s)</th>
<th>Total Newton iterations</th>
<th>Total linear systems</th>
<th>Total Bi-CGSTAB iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Right solution branch of $u$ and $v$</td>
<td>Method 1</td>
<td>3565.23</td>
<td>96</td>
<td>292</td>
</tr>
<tr>
<td></td>
<td>Method 2</td>
<td>1249.34</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Method 3</td>
<td>2328.91</td>
<td>90</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td>Method 4</td>
<td>2494.53</td>
<td>99</td>
<td>198</td>
</tr>
<tr>
<td></td>
<td>Single-grid</td>
<td>3732.38</td>
<td>104</td>
<td>308</td>
</tr>
<tr>
<td>(b) Left solution branch of $u$ and $v$</td>
<td>Method 1</td>
<td>3739.50</td>
<td>98</td>
<td>296</td>
</tr>
<tr>
<td></td>
<td>Method 2</td>
<td>3046.36</td>
<td>89</td>
<td>278</td>
</tr>
<tr>
<td></td>
<td>Method 3</td>
<td>2529.66</td>
<td>95</td>
<td>290</td>
</tr>
<tr>
<td></td>
<td>Method 4</td>
<td>2567.72</td>
<td>99</td>
<td>198</td>
</tr>
<tr>
<td></td>
<td>Single-grid</td>
<td>3838.73</td>
<td>102</td>
<td>304</td>
</tr>
</tbody>
</table>

Fig. 12. The solution curves of $u$ and $v$ branching from the first bifurcation point $(0, 0, \lambda^*_{1,1})$ of (5.9) with $d_1 = 1$, $d_2 = 2$, $x_2 = 4$, and $\ell = 1$. 
Fig. 13. The contours of the solutions $u$ and $v$ of (5.9) with $d_1 = 1$, $d_2 = 2$, $\alpha = 4$, and $\ell = 1$ at: (a) $\lambda = 26.7036738$, (b) $\lambda = 30.0809857$, (c) $\lambda = 228.491101$, respectively.
7. Conclusions

We have presented efficient two-grid discretization schemes with two-loop continuation algorithms for computing wave functions of nonlinear Schrödinger equations. Some variants of the correct procedure in the inner continuation are also proposed. Both rectangular and polar coordinates are considered in our numerical experiments. As a comparison the six-node triangular elements and the higher order Adini elements are also exploited to discretize a single NLS. Our numerical result shows that it is very promising to develop two-grid discretization schemes using the Adini elements when the domain is rectangular. The two-grid discretization schemes we discussed in this paper also can be used to compute stationary solutions of reaction–diffusion systems.

Based on the numerical results reported in Section 6, we wish to give some conclusions concerning the performance of the algorithms we proposed in Section 3.

1. The main costs of the proposed algorithms depend on: (i) how many linear systems are required to be solved on the fine grid and (ii) how close are the initial guesses to the exact solution curves. In case (ii) we can see, e.g., from Tables 1, 2, and 3 that most initial guesses for Newton’s method in Method 2 can be accepted as approximating points for the solution curve on the fine grid.

2. Implementing Algorithm 3.1 for Examples 2–5 is only slightly cheaper than implementing the continuation algorithm on a single fine grid.

3. Finally, we conclude that it is unnecessary to perform quadratic approximations for computing stationary solutions of reaction–diffusion systems.
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