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Intelligent Video Smoother for
Multimedia Communications

Maria C. Yuang,Member, IEEE Po L. Tien, and Shih T. Liang

_Abstract—Multimedia communications often require intrame- by buffering massive packets at the receiving end system
dia synchronization for video data to prevent potential playout [13], [14] or delaying the playout time of the first packet
discontinuity resulting from network delay variation (jitter) while received [3], [12], [13], [18]. These methods have been shown

still achieving satisfactory playout throughput. In this paper, we X . .
propose a neural network (NN) based intravideo synchronization [0 b€ feasible but at the expense of a drastic decrease in

mechanism, called the intelligent video smoother (IVS), operating playout throughput. On the other hand, dynamic feedback-
at the application layer of the receiving end system. The IVS based methods [11], [17] perform intramedia synchronization
is composed of an NN traffic predictor, an NN window deter-  through adjusting the source generation rate by means of send-

minator, and a window-based playout smoothing algorithm. The . .
NN traffic predictor employs an on-line-trained back-propagation ing feedback from receiving end systems. These methods are

neural network (BPNN) to periodically predict the characteristics ~ €ffective, but are unviable for most live-source applications.
of traffic modeled by a generic interrupted Bernoulli process Unlike the two methods described above, the dynamic
(IBP) over a future fixed time period. With the predicted traffic  delay-based method [9] employs reduced playout rates if the
characteristics, the NN window determinator determines the ., rent number of packets in the playout buffer falls below a
corresponding optimal window by means of an off-line-trained . L . . .
BPNN in an effort to achieve a maximum of the playout qual- 9iVen threshol_d, which is ana!ytlcally _computed in adyance in
ity (Q) value. The window-based playout smoothing algorithm accordance with a predetermined arrival process. This method
then dynamically adopts various playout rates according to the has been shown to be viable; however, it may result in the

Wll”do‘t"r’] é;nd the ”lur{,‘ber of ﬁac"eésl,i” thg buffer. Finally, we 4 Misiudgment of playout rates should the traffic arrival fail to
snow that via simulation results and live video scenes, compare follow the predetermined arrival process.

to two other playout approaches, IVS achieves high-throughput .
and low-discontinuity playout under a mixture of IBP arrivals. ~ In this paper, we propose a neural network (NN) based
Index Terms—Back-propagation neural network (BPNN), in- intravideo synchronization mechanism, called the intelligent

terrupted Bernoulli process (IBP), intramedia synchronization, video quother (IVS), operating at t_he application layer of
multimedia communications, network delay variation. the receiving end system. The IVS is composed of an NN
traffic predictor, an NN window determinator, and a window-
based playout smoothing algorithm. The source traffic to IVS
is modeled as any discrete-time interrupted Bernoulli process

ECENT EVOLUTION in high-speed communication(IBP) with unknown probabilistic parameters.

technology enables the deployment of distributed Initially, the NN traffic predictor employs an on-line-trained
multimedia applications combining a variety of media dat®&ack-propagation neural network (BPNN) to periodically pre-
such as text, audio, graphics, images, and full-motion videget two traffic characteristics (mean busy period and mean
[15]. For supporting distributed multimedia communicationsgle period) of an IBP arrival over a future fixed time period.
researchers have encountered various design problefigh the predicted traffic characteristics, the NN window
inCIUding intermedia a.nd intramedia SynChronization [17heterminator determines the Corresponding optmauowby
[19]. In particular, intramedia synchronization for video datgheans of an off-line-trained BPNN, in an attempt to achieve a
has been considered essential to prevent potential playfiximum of the playout quality() value defined as a func-
discontinuity resulting from network delay variation whilgjon of mean playout throughput and playout discontinuity. The
still achieving satisfactory playout throughput. As oppos&glindow-basecplayout smoothing algorithm then dynamically
to several existing approaches attempting to reduce delyyopts various playout rates according to the window and the
variation from networks [S], [8], we tackle the problem from,,nper of packets in the buffer. Finally, we show simulation
the end system perspective. results which demonstrate that compared to two other playout

Several existing intramedia synchronization methods, Whiﬁrﬂ)proaches IVS achieves superiprunder a mixture of IBP
perform at the end system, exhibit various performance meritg;, ais ’

They can be categorized into one of three categostsic The remainder of this : ;
) h paper is organized as follows.
gelay(;bsasgd gylnamt;c feCiedbac}f‘k-:as,ecand dynlamlc delay- gection | presents the main concept and the architecture of
ased Static delay-based methods preserve playout continufy, |y/s system. Section Il describes the NN traffic predictor.

Under a predicted traffic arrival, since the off-line training data
Manuscript received February 1996; revised July 1, 1996. for the determination of the optimal window are collected by
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Il. INTELLIGENT VIDEO SMOOTHER Fig. 2. Concept of IVS. (a) Generation of packets at the application layer

of the sending end system (2.32 Mb/s). (b) Packets processed and sent by the

transport layer (7 Mb/s). (c) Ideal reception of packets at the transport layer of

A. Concept the receiving end system. (d) Ideal playout of packets at the application layer
. . . . of the receiving end system. (e) Imperfect reception of packets at the transport

The protocol stack on which IVS is established is showgyer of the receiving end system due to delay jitters. (f) Playout of packets

in Fig. 1. Video frames are often captured, encoded, amjh_e application Ie_lyer without synchronization. (g) Playout of packets at the
repacketized into fixed-size packets. These packets are®fgication layer via IVS.
turn sent through a transport network including lower layers
of the sending end system and the relay network, such @gayout discontinuity. The IVS thus suitably facilitates as a
an asynchronous transfer mode (ATM) network [5], untiraffic smoother preventing these two problems.
reaching the receiving end system. Upon receiving packetsThe design principle of IVS is further illustrated via an
which are assumed to arrive in accordance with any IB#ample shown in Fig. 2. In the example, any constant delay,
(described below) with unknown probabilistic parameters, IV§uch as the interface delay between adjacent layers and the
determines the playout time at which packets are transferiggpagation delay throughout the network, is ignored. The time
from the IVS playout buffer to the decoder from which frameaxis in IVS is slotted by the processing and arrival of a single
are resumed and playbacked. packet from the adjacent lower layer, namely the transport
It is worth noting that IVS has been designed as layer. Moreover, we assume that disregarding the packetizing
general synchronization solution for any generic videoverhead, video packets are generated at the application layer
encoder/decoder system. It can be implemented in hardwafehe sending end system [Fig. 2(a)] at a rate of 2.32 Mb/s (30
physically co-located with the decoder, or in softwarérames/sx 220 cells/frame [15k 44 bytes/celix 8 bits/byte).
functioning as the front end of the decoder. In the caSthese packets are in turn sent to the transport layer operating
of supporting a primitive compression-less decoder cargh a rate of approximately 7 Mb/s [4], [23], [Fig. 2(b)].
IVS indispensably furnishes intramedia synchronization by Define F as the ratio of the generation or playout of a
directly treating captured fixed-size frames as packets. Tpacket, referred to as theacket time to the processing of a
IVS can also support sophisticated synchronization-equippsiéigle packet at the transport layer, referred to asstbetime
video decoder systems, such as the moving pictures expert
group (MPEG) [1], [6], [15], [19]. In this case, video frames (1)
are encoded, packetized, and multiplexed [19] as fixed-size
packets. These fixed-size packets are eventually received &od the example given in Fig. 28 = 3 (7 Mb/s/2.32 Mb/s).
saved in the decoder buffer from which frames are resumétijs worth noting that packets are “played out” from IVS at
synchronized, and displayed. Essentially, owing to the buffermaximum rate ofi /F, i.e., 1/3 in this example, to prevent
size constraint recommended by the standard organization, tive decoder buffer from overflowing in the case of supporting
decoder system has to deal with the decoder buffer overflodPEG.
and underflow problems [1]. The overflow problem results Packets are finally received at the transport layer of the
in frame losses and inferior playout quality. On the otheeceiving end system. Ideally, as shown in Fig. 2(c), the
hand, the underflow problem, which arises when packetsimmerarrival times of packets at the transport layer of the
the buffer are less sufficient for the playout of a picture yieldgceiver are the same as the interdeparture times of packets

__ packet time
~ slot time °



138 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 15, NO. 2, FEBRUARY 1997

at the transport layer of the sending end system. In that case, '_'I;'h 1-4
packets are played out without discontinuity at the maximum 6: a
rate, as shown in Fig. 2(d). However, due to delay jitters [16] m o = m
induced in networks, different packets yield different end-to- 1 i . 1. =
end delays [Fig. 2(e)] causing playout discontinuity. Define

the variance of discontinuitf{VOD) as Fig. 3. Source traffic model.

Variance of discontinuity (VOD) ) N ) )
= B{(D; — E[Di])?} ) with probaplllty A per time _slot dur_mg the busy state, and
' ' no packet is generated during the idle state. The steady-state
whereE is the expectation function anid; is thesth disconti- probability of being at each state, denoted Rs,, andll;ge,
nuity duration during the playout. For examplg, in Fig. 2(f) can be computed using = 11P, wherell = [Ilyysy, Lige],
is three slots in length, whereas bath and D, in Fig. 2(g) @as
are one slot long. Fig. 2(f) and (g) depict the playout of packets Jéj
without and with intravideo synchronization, respectively. Upusy = a—+ 8
Moreover, playout discontinuity can be reduced at thgnd

expense of a rise in playout delay or a decrease in playout g = - (5)

throughput. Define the mean playout throughput (MPT) as a+p’
Mean playout throughput (MPT) In our work, we approximate this source traffic distribution
1 by four characteristicsmean packet ratg/’), mean busy
nacket sojourn tim}a (3) period (B), mean idle period(Z), and burstiness(b) [16].

Accordingly, for an IBP arrival defined by parameters 3,

where the packet sojourn timeis defined as the elapsedand ), the four traffic characteristics in terms af 3, and A
time between packet arrival and departure in IVS. In thigre given by

example, the sojourn times of Packet #2 in Fig. 2(f) and (g) Bx A
are two and four slots, respectively. Apparently, for any high- =Ilpusy X A =
burstiness arrival, the playout of packets without intravideo a+f

!

synchronization achieves the highest MPT at the expense of B= 1
an increase in the VOD, as shown in Fig. 2(f). In contrast, «
as shown in Fig. 2(g), the playout of packets with intravideo 1= 1
synchronization exhibits a lower VOD but at the expense of p
a decrease in the MPT. The IVS has thus been designe()aﬂfi
achieve a minimum of VOD and a maximum of MPT. Define b= 1 _ ¢ - /3_ (6)
playout quality () as a function of the MPT and VOD Myusy f
Playout quality Q) = f(MPT,VOD). 4) Table | summarizes nine different traffic arrivals with various

P’s and I's under a fixedB, which are used throughout the
Three issues have been raised in the design of IVS. Fingst of the paper. For ease of illustration, arrival rates

how can future traffic be foreseen? Second, how can thesumed to be one in all cases. As a resHitbecomes a
playout rates be determined achieving a maximur@eflue? function of B and I, i.e., P = B/(B + I). These two traffic
Finally, how can one select @ which can be soundly asso-characteristics, nameljg and, as will be shown, are to be
ciated with the perceptional demand of the video applicatigmedicted by the NN traffic predictor of IVS. Notice that for
under consideration? The solutions to these three issues taadfic arrivals exhibitingd higher than six, we observe that
addressed in the following sections after the source traffitayout discontinuity or underflowing of the decoder buffer
model and the architecture of IVS are first presented in tikan no longer be avoided regardless of the consideration of
next two subsections. synchronization.

B. Source Traffic Model C. System Architecture

The source traffic to IVS is modeled by a generic discrete- IVS is composed of three major components (see Fig. 4):
time IBP [7], which has been widely accepted to modéIN traffic predictor, NN window determinator, and the
the traffic which is bursty in nature. The process alternatesndow-based playout smoothing algorithm. For a future fixed
between the busy and the idle states, as shown in Fig. 3. Notiicee interval, the NN traffic predictor employs a BPNN to
that rather than confine the source traffic model to a given IBpredict two traffic characteristic&t and, of the traffic arrival
IVS adopts agenericIBP allowing any combination of tran- over this interval. With the predicted traffic characteristics,
sitional probabilities. In the figurey defines the probability the NN window determinator determines the corresponding
of switching from the busy to the idle state apddefines optimal window achieving a maximum of th@ value by
the opposite probability. Moreover, in any time slot packet®eans of an off-line pre-trained BPNN. The window-based
arrive in a rate of\; = A during the busy state and in a rate oplayout smoothing algorithm then dynamically adopts various
Ao = 0 during the idle state. That is, one packet is generatpthyout rates according to the window and the number of
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TABLE |
NINE TRAFFIC ARRIVALS
IBP arrival Mean Packet Rate Mean Busy MeanIdle |Burstiness
o B |A| (Ppackets/slot) | Period (Bslots) | Period (7 slots) »)
0333 0.142 | 1 0.300 3 7 3.33
033301251 0.273 3 8 3.67
0.333 ] 0.111 | 1 0.250 3 9 4.00
0.3331 0.100 | 1 0.230 3 10 4.33
0.333]1 0.090 | 1 0.214 3 11 4.67
0.333 ] 0.083 |1 0.200 3 12 5.00
033310077 |1 0.188 3 13 5.33
033300711 0.176 3 14 5.67
0.333 ] 0.066 | 1 0.167 3 15 6.00
J— _ _@_, el T T T T
JI!.II.'l'_'\.II Ph—'kl:':‘i - .h-u,‘ﬂl! :IIIIP\'"II I:rl::h kl:lk
MM e NN Flayout e
Traffic |24 Window
Predicior Determimator | | Smocthing
S [msni ) '-:1Im::-|| Alaorittam

Fig. 4. IVS system architecture.

repeats for the next future time interval until the end of M=l = T~
the connection. In the following sections, each component
is described in detail followed by the demonstration of
experimental results of the entire IVS system. S

packets in the buffer within this interval. The complete process| ?...;u_c.-! e
TAELE

5
| 2

I1Il. NEURAL NETWORK TRAFFIC PREDICTOR B

Substantially, we have discovered several strengths of NN’s
with respect to the training of traffic distributions. On the
whole, while the off-line learning of traffic distributions has
been shown to be feasible and straightforward, the on-line
training [22] of highly bursty traffic is more challenging. Lapasd 1.t cunwoisd fisnrt i Sature eral:

In principle, a viable video smoother should refrain from Pl ¢ iy pastimerval;  C: ingrement ol inlervals;
pret_jlctm_g specific but perhaps biased Ioca_l traffic behgv!q_rig. 5. NN traffic predictor.
In lieu, it should adopt more general traffic characteristics

(e.g.,meanbehavior) in an attempt to capture both local and

global traffic behavior, still without susceptibly suffering from_

playout quality degradation should the traffic be occasionaﬂf/s) representing the traffic characteristics respectively taken
imperfectly predicated. The NN traffic predictor, coupled witffom n overlapping past time intervals each of which is of
the window-based playout mechanism, has been designedame length and of distanc@ from the adjacent interval,
satisfy this need. up to the present time.. M(t., FI) denotes the output

The NN traffic predictor employs an on-line trained BPNNector (B and I) representing the traffic characteristics over
to predict B and I of the traffic over a fixed future time the time durationF'I. At any of the following time instants,

'I""r"r"rL

duration based on traffic characteristics taken from a set.of ¢, — FI t. t. + FI, ---, sayt. + FI, in addition to

overlapping past time intervals. More explicitly, the NN isyredicting future traffic as described above, the NN also

modeled, as shown in Fig. 5, as performs the back-propagation training operation by updating
> the WG based on the traffic measuremenisdndl) over the

M(t., FI) = NN M(t., [PI]., C), WG} 7 , :
( ) sAM e, [P1] ) ; 0 past time duratiort, + F1.

In the equation, NN denotes the NN function andVG The selections of the’I, FI, and C are crucial to the
represents the weight matrix of the links between neuromerformance of the NN traffic predictor. Generally, we have
M(t., [PI],, C) denotes the: sets of input vectorsK’s and observed that the larger the number of overlappiRg's
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Number of hidden nodes = 3
Learning constant = 1.3
(B D of traffic arrival = (3,8) Mean idle period ( 7)
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: actual traffic
——— : predicted traffic

-
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Fig. 6. Comparison of actual and predicted traffic.

.Snooo- - actual traffic IV. WINDOW-BASED PLAYOUT SMOOTHING ALGORITHM

TE’ —— : predicted traffic Generally, IVS dynamically adopts various playout rates
S10500. according to the windowit’) (described later) and the current
2 number of packets in the playout buffer. For example, given

a window size of 18 slots long, a maximum playout rate (i.e.,
immediate playout without delay) is applied if the number of
packets in the playout buffer equals or exceeds 18 (slot time)
3 (slot time/packet timej- 6 packets. Otherwise, if the number

9500 ; y v > . . . .
20 40 60 go 100 120 140 160  of packets is less than six, a reduced playout rate is applied for

Time (slot)  the playout of the next packet in the buffer. In this example, if
there are five packets in the buffer, these five packets (15 slots
of playout time) are to be evenly played out within 18 slots.
That is, the remaining three slots should be evenly spread in
six gaps among packets within the window. Consequently, the

layout of the next packet incuf$/6] slot of a delay. Upon

10000

Fig. 7. Autocorrelation function of actual and predicted traffic.

and the smaller the” is, the more precisely traffic char-

acteristicsB and I can be predicted. Moreover, decreasin

the F'I yields more accurate prediction but imposes high pishing the playout.of this packet, the numbe_r of packets in
computational overhead. In contrast, increasingEieincurs the buffer is re-examined and the new playout time of the next

inferior prediction and delayed training of the NN. HoweverPaCket is redetermined. The same procedure repeats until the

we have surprisingly noticed that as th falls below a value, €Nd of the connection. It is worth noticing that the playout
inaccurate prediction is revealed. In a subsequent section, {{jEhout intravideo synchronization corresponds to the playout
show this phenomenon by demonstrating thevalue with through IVS using a window size af, i.e., W = 7. In
respect to the”I. Our goal is to offer the determination of anfis case, employing window siZ¢” = 3 corresponds to the
appropriatel’I aiming to achieve acceptabig at the expense playout without synchronization. Fig. 8 depicts the detailed
of reasonable computational overhead. playout smoothing algorithm.

Fig. 6 draws comparisons of the mean idle and busy periods’® examine the effect of the window size on the VOD
(I and B) between the actual and predicted traffic assumirf)d MPT of the playout based on the playout smoothing
IBP arrival (P, B, I) = (0.273, 3, 8). In this experiment, wealgorithm under a variety of traffic arrivals, we carried out an
employed a three-layer NN with three hidden nodes andexperiment via simulation. Results are plotted in Figs. 9 and
learning constant of 1.3. We have observed that the variatid@. Unsurprisingly, both the VOD and MPT decrease with the
of traffic characteristics is greatly captured by the predictor. Window size. As shown in Fig. 9, to gain an acceptably low
addition, the NN traffic predictor demands only a reasonab%OD, traffic of higher burstiness requires larger window sizes.
short adapting period before being able to accurately ah@wever, as shown in Fig. 10, to achieve a satisfactory MPT,
stably predict traffic arrivals, as shown by the sharp cunfdgh-burstiness traffic requires smaller window sizes. Namely,
drop within the initial 300 time slots in Fig. 6. In Fig. 7,increasing the window size results in a reduction in the VOD
we show the autocorrelation function of the traffic produceaut at the expense of a decrease in the MPT, and vice versa.
by the NN traffic predictor compared with that of the actual In principle, the optimal window size should be selected
traffic, for the same traffic arrival. Both figures justify superioby balancing the rise in the VOD against the fall in the
characterization and learning of traffic behavior by the NMPT. Two problems now arise. First, how can one define
traffic predictor. the combinatorial function of VOD and MPT, i.e., the
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Fig. 8.

Variance of Discontinunity (VOD)

Fig. 9. VOD attained based on the window-based playout smoothing al

rithm.
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TABLE I
Four (Q ASSOCIATED WITH FOUR PERCEPTIONAL REQUIREMENTS
Type | Definition | MPT Significance | VOD Significance
Q Mz Fair High
Q yrr Fair Fair
Q3 Vgﬁﬂ Fair Low
Q | wr High Low

The second problem is then how to determine the optimal
window size in an attempt to achieve a maximuntbfalue?
Notice that formally solving the first problem is beyond the
scope of this paper. Nevertheless, in the next section, we define
and examine four differem)’s which are used to correspond

to four perceptional requirements. The second problem is
afterward discussed in great detail in the same section.

V. NN WINDOW DETERMINATOR

Multimedia applications often have different grades of per-
ceptional requirements in terms of VOD and MPT. For exam-
ple, while teleconferencing systems demand stringent MPT’s,
video-on-demand systems require bounded VOD'’s. To quan-
tize perceptional requirements, we define four different types
of Q's (Q1, Q2, @3, and @) exhibiting various significances
of VOD and MPT, as summarized in Table II. It is worth
noting that these foux) types are ranked in order of an
increasing significance of MPT and decreasing significance
of VOD.

For each type of), based on the playout smoothing algo-
rithm, we attained normalize@ values (between 0-1) under
all traffic arrivals and window sizes. Results of four types
%lf ()’s are plotted in Fig. 11(a)—(d), respectively. Saliently,

e discover that under any given traffic arrival, the optimal
window (the window achieving a maximum af value)
declines from@; through Q4. For example, the optimal
window size for@); through@,, under the traffic arrival of a
burstiness of 6, drops from 23, 18, 15, until 4. This is because
achieving a maximum af} value entails a smaller window size
under an increasing weight @ff PI" and a decreasing weight
of VOD. The result agrees with that revealed in Figs. 9 and
10.

To determine the optimal window size in real time for apy
type, we design a NN-based window determinator which has
been off-line trained via the experimental results from Fig. 11.
Fig. 12 depicts the optimal window size for the type under
a variety of B's and I's. Clearly, as shown in the figure, the
optimal window sizeW increases with the burstiness of the
traffic arrival. We also surprisingly discover th&t is also
dependent od other than the burstiness. For instance, optimal
window sizesW'’s are 22, 30, and 36, respectively, for three
arrivals B, I) = (3, 15), B, I) = (4, 20), and B, I) = (5,

25) all exhibiting the same burstiness = 6). Specifically,
the higher thel the larger thelV.

The NN window determinator uses a three-layer fully con-

(previously defined as a function of the VOD and MPT), spected NN and the back-propagation learning algorithm. Dur-
as to associate it with the perceptional requirement in mind® the off-line training phase, the input signals to the NN
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Fig. 11. Four Q’'s corresponding to four perceptional requirements. (a) Fair MPT and high VOD. (b) Fair MPT and fair VOD. (c) Fair MPT and low
VOD. (d) High MPT and low VOD.
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g P, viability of the IVS system, we employed three playout ap-
o 50 Qupe=Q ?-'-'.'.{'Z"f,;:v,":;f:;':';;'f;f:}';}:i proaches: dynamic-window-based (IVS), static-window-based,
~ T I8 AT 777 . . . . .
3 RARA I A and synchronization—less (i.6% = 3 in this case).
E, 40+ 7 The dynamic-window-based approach corresponds to the
§ 30 s playout through the IVS system. In this case, we applied a
q o A '-"?:‘L"}‘i};',":'i’;’” variety of F'I's to the NN traffic predictor. For any giveh,
~ 25, AT TS L ,’."ﬁ £ . . . .
% $=%§§~g%¢%'ﬁ&;@gé’;{{,ﬁ say F'I = 50 for instance, the NN traffic predictor predicted
T e er ot Ay ADIID T AL e - - . . . . .
O 104 2 A W 25 B and I within the first 50-slot interval. The NN window
0’ oz 20 determinator determined the optimal window for this interval.
8 i:-:?j.?:',"v'ﬁ‘f’;"?,':i":" s Baseq on the optimal window attained, the playout smqothlng
L ] Mean Idle Period (1 algorithm then performed the playout of packets within the
4 ""““' 1p Meantdie Period () orval. The same procedure repeated for the next 50-slot
Mean Busy Period (B) 2 interval until all 1450 slots have been playbacked.
Fig. 12. Optimal window achieving a maximum 6f, value. The static-window-based approach corresponds to the de-

ployment of previously surveyed dynamic delay-based method

— — which was r I ne of the m romisin -
window determinator are characteristiBsand , of the traffic N ¢ as regarded a_s one of the most promising _ap
roaches should the traffic follow the pre-assumed arrival

redicted by the NN traffic predictor. The desired output is ttPe . . . . .
Eorrespond?/ng optimal WindeW achieving amaximumpof@le process. It 1S w<_)rth noting that the optimal st_atlc window
value. All the weights of the NN are then learned at the end S Iog_lcallyt |gent|ca}: ;(_)ﬁthe :hres(?o'd [fg], tlr? thlst. Cas?' wet
the training phase. With the determined weights, during the of-P </ mented on all difierent windows for Ihe entire piayou

line operation phase the optimal window can then be ef“ficienl‘i&}’lr"’lt'orc]j aﬁsumlng_tr:g_ arrival Process s knciwn |n.ad|\|/anfce, and
and precisely determined for any given traffic arrival. selected the one yielding a maximumdj value. Finally, for

the playout without synchronization, a maximum playout rate
(i.e., playout without any delay) was employed.
V1. EXPERIMENTAL RESULTS OF THEIVS SYSTEM Fig. 13 shows the&), value of the playout based on these
We experimented on the entire IVS system via simulatiothree playout approaches. In the experiment, we adopted three
In the experiment, we considered e type and assumed thattypes of arrivals each of which is composed of a mixture
the ratio (F) of packet time to slot time is three and any traffiof IBP arrivals with the same burstiness. In addition, we
is comprised of a mixture of IBP arrivals. To demonstrate tremployed differentPI's under different FI's in the NN
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Fig. 13. Comparisons of)> values achieved based on three playout ap- -
proaches. e
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AU CIREEI R e T i i
1H1 i “ “ (I | 1 % “1 | | 1 Fig. 15. Playout of snow-sking scenes based on synchronizationless
‘[ H l J “ “ “ | ’ ‘ H t [ i | ] ‘ ’ I (a01-a06), static-window-based (b01-b06), and IVS (c01-c06) approaches.
%0 400 500 600 700 800 900 1000 1100
Time (slot)
© (0-650), (B, I) = (3, 15) in time period (650-1050), and

Fig. 14. Playout of video packets over time. (a) Synchronization-less plag/-B’ 1) = (4, 20) in time period (1050-1450). In the figure,
out (MPT = 0.393; VOD = 147.05;Q, = 2.67 x 10~%). (b) Static 1 represents the playout of a packet, whereas “0” represents
window-based playoutly’ = 18; MPT = 0.151, VOD = 28.27; Q> = the lack of any packet being played out. Fig. 14(a) exhibits the
5:34 x 107%). (c) Dynamic window-based (IVS) playout (MP¥ 0.121; gy nchronization-less playout achieving the highest MPT but
VOD = 3.593;(» = 33.68 x 1073). X .

the poorest VOD. Fig. 14(b) depicts the playout based on the

static-window approach. The playout incurs a lower MPT but
traffic predictor. The figure shows that on the basis of thechieves a better VOD. Fig. 14(c), by dynamically applying
IVS approach, the), value first grows with theF’I. This optimal windows in each interval over time, IVS achieves the
result is reasoned by the fact that excessively slafts most superior playout yielding a maximum of ths value.
incur poor traffic prediction resulting from being deceived We further carried out an experiment via a simulation on the
by the local burstiness. However, as ti#& increases to playout of a series of snow-skiing scenes by means of the three
the degree that both local and global traffic characteristiptayout approaches. First of all, using the generated simulation
can be greatly captured, ti¢, value then declines with the results shown in Fig. 14, we attained the playout epochs (in
FI. This is because shortdr! yields better prediction, and time slot) of video packets numbered from 1-60, as shown in
higher dynamism (i.e., frequent adjustmenti®iG) leads to Table Ili(a). For example, the playout of Packet #1, based on
better playout quality. Furthermore, th@, value achieved the synchronization-less, static-window, and dynamic-window
based on the static-window approach is invariantly lower th&/S) approaches, takes place at time slots 400, 416, and
that based on the IVS approach. Unsurprisingly, the playodi8, respectively. Then, we captured a series of 34 con-
without synchronization results in the lowe3t value. secutive skiing scenes (from a snow-skiing video program)

Fig. 14 depicts the playout of video packets over timeorresponding to packets #20—#53. Within these 34 scenes,

using anF'I of 50-slot long under a combination of threewe playbacked 18 scenes every 14 time slots starting from the
back-to-back IBP arrivals: X, I) = (2, 10) in time period 567th time slot. These 18 scenes are referred to as a01-al8,
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TABLE 11l
VIDEO PACKETS AND CORRESPONDINGSKIING SCENES. (&) R.ayour EPOCHSFOR VIDEO PACKETS.
(b) PLAYouT WITHOUT SYNCHRONIZATION. (C) PLAYOUT BASED ON STATIC-WINDOW APPROACH.
(d) PLavout BAsep oN Dynamic-WiNDoOw APPROACH (IVS)

I-.T'_lI Pgr | Pew _["j:.; ¥ |'=-..] F:-iﬂj‘_-r._'.slﬁ'l P:ITPTHTFC'."EIF'#l Psi I J"m'l I-‘:'.-:.;I

i gie | anle| szl 523 ] 53330 e | 618 | a2a | 46| sas | 67 | 746
2] aon ) 41w | &25 07 524 ) 534 | 540 33 606 | 622 | 6% JdT] ssa | 200 | 752
Al aos laza | 233 ] 18] 539 | 545 548 [ 33| eoe | 627 | 643 J gl ea7 | 710 | 750
) A0 § 425 | &d] | I| 5300 554 0 554 0 34| S02 | 633 | 650 |40 &5 ) 920 | 6T
5l a4z ) 4z0f 451 Jan] sl ses ] 563 ] 3sf eps | adn | 6o lsn] 7l 728 | 777

O] ciS ) a3 | S22 D20 | 68 ) S0 ) S0 | 36] G0E | 645 | 669 ) S1) TIS | 730 | THE
T 408 ) 44 | 60 )22 | 571 | SE] | SHL | 3T) 633 | &50 | 675 | 53] TIE | 750 | 706
Bl a4l | 447 | 770231 570 ) 50) | 50 1 381 636 | 656 | 6ET &0% | BOS | ROS
U] a3 | A58 | SR6 |34 2 ) 505 ) 509 |30 £19 ) 663 | 6RO PS4 ) S05 P HIS | HIS
L] %) | 463 | &03 ) 25 &‘-’v.'ﬁ.r SR | 598 | 40 &3 | 655 | 696 ) 55| 505§ B2T | RIR
L a70 | 473 | &90 | 26| 558 | 600 | 6l |40 ) 653 | 6o9 | 703 | 56| 512 § 827 | B34
12] 477 | a7 | soa | 27 o0 | s | s |42 ] e ] ara | 900 | 57] %1 ) 932 | 831
13 ] a0 | ana | so0 | 98] s | 607 | so9 [aa] aso | ems | 720 | 58] sas ] 838 | pae
L | dme | g8 | 56 )20 57 60| 610 fdd] saz | esa | 728 | 59 &3] | 838 | B39
15| 49w | 500 | s26 ] 30) 600§ aia | eod | 4] ens | een ) 757 | 0] &24 ) 840 | Ba2

@
[s#[P | P#|[ s#[PslP#]  [s#[Pswlpe|[ s#lPswlp#] [s#Pvd P#[ s#lPrvd P

a01[567] 20]|a10]693] 49 b01|567] 20{|b10]|693| 45 c01]567] 20| [c10]693| 39
a02|581] 23[|al1|707] 49 b02|581] 22|{b11]|707] 47 c021581] 22|(c11]707] 41
a03|595]| 28([a12[721] 51 b03]5951 24||b12{721] 49 c03[595] 24||c12{721] 43
a041609] 33|(al3]|735] 51 b04]609{ 28|[b13]735] 50 c04]609] 28|[c13]735| 44
2051623 36]|al4]|749] 52 b05[{623] 32{|b14|749] 51 ¢05]623] 30| [c14]749] 46
a0616371 38||al5]|763] 52 b06{637] 34||b15{763| 52 c06[637] 32||c15[763] 48
a07]651] 40||al6]|777] 52 b0716511 37||b16|777] 52 c07]651] 34|[c16]777| 50
a08[665] 45||al7]791] 52 b081665§ 39|(b17]791] 52 c081665] 35/|c17|791] 51
a09[679] 46|(al8]805] 53 b09]679] 43|(b18]805] 53 c09{679] 37|{c18{805] 53

Legend: P#: packet number;
S#: scene number;
Ps1: epoch (in slot time) of playout based on synchronization—less approach;
Psw: epoch (in slot time ) of playout based on static-window approach;
Prvs: epoch (in slot time) of playout based on dynamic—window approach (IVS);

(b) © (d)

b01-b18, and c01-c18 in the cases of synchronization-leBmally, compared to both approaches, IVS achieves superior
static-window-based, and IVS approaches, respectively. Tplayout for the entire series of scenes. Notice that even though
packet numbers, playout epochs, and corresponding sc#me playout has been gradually delayed in IVS, the playout
numbers are summarized in Table Ili(b)—(d). In the table, f@f c18 (Packet #53) is synchronized with that of al8 and
instance, at time slot 567, the scene displayed based on [fi&. These observations justify that IVS achieves high quality
synchronization-less playout is a01 or Packet #20. After @tayout with inevitable but acceptable delays.

elapsed time of 56 (14x 4) slots (567+ 56 = 623), the

scene displayed becomes a05 or Packet #36, as shown in VIl. CONCLUSION

Table Ili(b). On the other hand, if the static-window or IVS |, this paper, we have proposed an NN-based intravideo
approach is applied, 56 slots after the 567th time slot, the SC&RRichronization mechanism, i.e., IVS. The IVS is composed
displayed becomes b05 (Packet #32) or cOS (Packet #30).0f&in NN traffic predictor, an NN window determinator, and a
shown in Table Ili(c) and Hi(d). window-based playout smoothing algorithm. The NN traffic
These three sets of 18 skiing scenes are exhibited dpedictor employs an on-line-trained BPNN to predict the
Figs. 15-17. First of all, comparing the gesture of the skigiean busy period and mean idle period of any mixture of
between al0 and all, and al2 and al3 in Figs. 16 and |BR traffic distributions. The NN window determinator then
we have observed that synchronization-less approach caug@@rmines the corresponding optimal window achieving a
noticeable playout discontinuity. Second, focusing on th@aximum ofQ, value, i.e., the ratio of mean playout through-
landing of the skier from al4-al7 in Fig. 17, we reveal gutto variance of discontinuity, by means of an off-line-trained
severe playout pause. Third, despite the superior playout at BRNN. The window-based playout smoothing algorithm then
beginning of the scenes from b01-b03 as shown in Fig. Idynamically adopts various playout rates according to the
the static-window approach still yields unacceptable playowindow and the number of packets in the buffer. Finally, we
discontinuity toward the end of scenes (b15-b17 in Fig. 1Have shown that via simulation results and live video scenes,
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Fig. 16. Playout of snow-sking scenes based on synchronizationlgsig. 17. Playout of snow-sking scenes based on synchronizationless
(a07-al2), static-window-based (b07-b12), and IVS (c07-c12) approachgal3-al8), static-window-based (b13-b18), and IVS (c13-c18) approaches.
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