A Dominance-based Rough Set Approach to customer behavior in the airline market
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ABSTRACT

Market segmentation is a crucial activity in the present business environment. Data mining is a useful tool for identifying customer behavior patterns in large amounts of data. This information can then be used to help with decision-making in areas such as the airline market. In this study, we use the Dominance-based Rough Set Approach (DRSA) to provide a set of rules for determining customer attitudes and loyalties, which can help managers develop strategies to acquire new customers and retain highly valued ones. A set of rules is derived from a large sample of international airline customers, and its predictive ability is evaluated. The results, as compared with those of multiple discriminate analyses, are very encouraging. They prove the usefulness of the proposed method in predicting the behavior of airline customers. This study demonstrates that the DRSA model helps to identify customers, determine their characteristics, and facilitate the development of a marketing strategy.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

In the face of a highly competitive and fast-changing airline market, managers must not only provide high-quality service but also react appropriately to changes in customer needs. However, it would be helpful if, instead of targeting all customers equally or offering the same incentives to all customers, enterprises could target only those customers who meet certain profitability criteria based on their individual needs or purchasing behaviors [5]. Customer behavior is the result of complex interactions between a number of factors, which can include the level of marketing activity, the competitiveness of the environment, brand perception, the influence of new technologies, and individual needs [34]. The characteristics and behaviors of airline customers are even more complex, and customer perception and behavior are affected by many factors, such as safety, service, technology, environment, price and many others. Hence, it is crucial that management determine the most important factors that affect the attitude and loyalty of airline customers. In the past, researchers have generally made use of statistical surveys to determine customer behavior. In such surveys, natural language or linguistic variables (e.g., "although the airline service is satisfactory, the price of the product being offered is high, the individual's decision is not to purchase") are used to describe customer patterns. Unfortunately, this can create an environment of imprecision, uncertainty, and partiality with regard to knowledge. These linguistic variables are then transformed into quantitative values, after which factor, cluster, and discriminant analyses are conducted. However, the semantic imprecision of natural languages leads to problems.
of computation, especially when the information described in a natural language is beyond the reach of existing bivalent logic and probability theory techniques [41].

Recently, data mining techniques have been adopted to predict customer behavior [6,30]. Data mining is one stage in Knowledge Discovery in Databases (KDD), involving the application of specific algorithms for pattern extraction [21]. Marketing managers can develop strategies to attract new customers and retain highly valued ones based on this mined knowledge. The Dominance-based Rough Set Approach (DRSA), originally developed by Greco et al. [8,9], is a relatively new approach in data mining that is very useful for data reduction in qualitative analysis. The rough set theory, a kind of natural language computation, is particularly useful for dealing with imprecise or vague concepts [23]. Basically, natural language computation is a system in which the objects of computation are simply predicates and propositions drawn from a natural language. A set of decision rules is generated by applying the rough set approach to analyze the classification data. These decision rules are in the form of logic statements of the type “if conditions, then decision”. The set of decision rules represents a preference model for the decision-maker that is expressed in a natural and understandable language. According to Zhu et al. [40], the rough set method does not require additional information about the data; it can work with imprecise values or uncertain data, is capable of discovering important facts hidden in that data, and has the capacity to express them in natural language. The rough set theory has been successfully applied in a variety of fields, including medical diagnosis, engineering reliability, expert systems, empirical studies of material data [15], evaluation of bankruptcy risk [29], machine diagnosis [39], business failure prediction [1,4], network intrusion detection [40], travel demand analysis [7], mining stock price [35], the insurance market [28], and accident prevention [36].

Although the Classical Rough Set Approach (CRSA) is a powerful tool for handling many problems, it is not able to deal with inconsistencies originating from the criteria, e.g., attributes with preference-ordered domains (scale) like product quality, market share, and debt ratio [10]. However, the DRSA has an advantage over the CRS A in that it has access to an information table that displays comprehensive dominance relations. It is able to deal with inconsistencies where decisive classes are not consistent with their criteria. The aim of this study is to mine data regarding airline customer behavior using the DRSA. The derived knowledge can help airlines identify valuable customers, predict future behavior, and enable firms to make proactive, knowledge-driven decisions.

2. Customer behavior

In most research on customer behavior, customer demographic variables are applied to analyze customer behavior [30]. However, Rayport and Sviokla [27] suggest that a customer’s perception of product or service value is comprised of three basic elements: the product or service that a company offers, the context in which a company offers this product or service, and the infrastructure that enables the transaction to take place. In the traditional marketplace, content, context, and infrastructure are bundled together, usually offered by the same company; however, due to new technologies and new selling patterns, it is easy to separate these three elements in the air transport market. The importance of valuable customer behavioral variables—recency, frequency, and monetary (RFM)—has been extensively studied [20,31,32]. Researchers have observed that RFM variables are not only useful for the analysis of customer behavior but can also be effectively used to investigate customer value and niche markets. Hsieh [14] proposed a method that integrated data mining and behavioral scoring models for the management of banking customers. He divided customers into three groups according to their shared behaviors, characteristics and profitability. Marketers infer the profiles of each group of customers and propose management strategies appropriate to the characteristics of each group. Chen et al. [3] integrated customer behavioral variables, demographic variables, and transaction databases to establish a method of mining changes in customer behavior in the retail market. In their study, customer behavior patterns are first identified using association rule mining. After the association rules for customer behavior are discovered, changes in customer behavior are identified by comparing two sets of association rules generated from two datasets from different periods. The changes in patterns thus identified can then be investigated and assessed to provide a basis for formulating marketing strategies. Customer behavior analysis in Internet marketing has already been investigated by many researchers [16,18,19]. In most of such studies, data mining technologies are applied to produce a generalized customer profile of the Internet shopper and to further explore the Web usage pattern of the online consumer. The knowledge obtained through data mining helps foster informed Internet marketing decision-making and allows for the refinement of Web content and infrastructure to improve Internet marketing [18]. Wang and Hong [34], through the use of data mining techniques, developed a Customer Profitability Management (CPM) system for achieving marketing goals by leading customers to progress along pre-determined and desirable paths. Their system emphasizes continuous interplay between active and reactive monitoring procedures, from which any shift in customer behavior can be identified.

Just as in the conventional marketplace, airlines need to build customer loyalty as well as attract new customers. However, the unique characteristics of air transportation have altered the rules in the airline market. In a traditional business environment, where the seller meets a buyer in person, he can understand his behavior (intention to purchase, choice of product, etc.) from facial expressions, body language and verbal communication. The salesperson accumulates this knowledge while dealing face to face with the customer, and then uses this knowledge to increase the customer’s satisfaction [16]. However, the average airline customer books his/her ticket via the Internet or through a travel agency. His/her decision may be based on previous experience with that airline’s service, word-of-mouth, the airline’s safety record, convenience, and so on. Also, the products offered by an airline are not physical objects; rather they are performance and reliability. Therefore,
the behavior of airline customers is different from that of customers in a traditional market or even Internet shoppers. Therefore, in this study we hope to fill in this gap: to extend the knowledge of customer behavior through data mining. The information thus obtained can be used for better decision-making in the airline market.

3. Basic concepts of the Dominance Rough Set Approach

The rough set theory, firstly introduced by Pawlak [22] in 1982, is a valuable mathematical tool for dealing with vagueness and uncertainty [23]. For a long time, the use of the rough set approach and other data mining techniques was restricted to classification problems where the preference order of the evaluations was not considered. This is due to the fact that this method cannot handle inconsistencies that occur as a result of the violation of the dominance principle [10]. In order to deal with this kind of inconsistency, it was necessary to make a number of methodological changes to the original rough set theory. Greco et al. [8] proposed an extension of the rough set theory based on the dominance principle that would permit it to deal with inconsistency. This method is mainly based on the substitution of the indiscernibility relation for a dominance relation in the rough approximations of decision classes. It is more general than the classic functional or relational model and is more understandable for users because of its natural syntax [10]. The basic concepts of DRSA are described in the following [2,8–10,12,13,17,22–26,33,37,38].

3.1. Data table

For algorithmic reasons, the information regarding the objects is supplied in the form of a data table whose separate rows refer to distinct objects (actions) and whose columns refer to the different attributes or criteria (attributes with preference-ordered domains) considered. Each cell in this table indicates an evaluation (quantitative or qualitative) of the object placed in that row by means of the attribute/criterion in the corresponding column.

Formally, a data table is in the form of a 4-tuple information system \( IS = (U, Q, V, f) \), where \( U \) is a finite set of objects (universe), \( Q = \{q_1, q_2, \ldots, q_n\} \) is a finite set of attributes/criteria, \( V_q \) is the domain of the attribute/criterion \( q \), and \( f : U \times Q \rightarrow V \) is a total function such that \( f(x, q) \in V_q \) for each \( q \in Q \); \( x \in U \), called the information function. The set \( Q \) is usually divided into set \( C \) of condition attributes and set \( D \) of decision attributes.

3.2. Rough approximation by means of the dominance relations

Let \( \succeq_q \) be an outranking relation to \( U \) with reference to criterion \( q \in Q \), such that \( x \succeq_q y \) means that “\( x \) is at least as good as \( y \) with respect to criterion \( q \)”. Suppose that \( \succeq_q \) is a complete preorder, i.e., a strongly complete (such that for each \( x, y \in U \), at least one of \( x \succeq_q y \) and \( y \succeq_q x \) is verified and thus \( x \) and \( y \) are always comparable with respect to criterion \( q \) and transitive binary relation. Moreover, let \( C = \{C_t, t \in T\}, T = \{1, \ldots, n\} \) be a set of classes of \( U \) such that each \( x \in U \) belongs to one and only one class \( C_t \in C \). We assume that all \( r, s \in T \), such that \( r > s \), and each element of \( C_t \) is preferred to each element \( C_s \). In other words, if \( \succeq \) is a comprehensive outranking relation on \( U \), then it is supposed that

\[
[x \in C_r, y \in C_s, r > s] \Rightarrow x \succeq y,
\]

where \( x \succeq y \) means \( x \succeq y \) and not \( y \succeq x \).

We can define unions of classes relative to a particular dominated or dominating class; these unions of classes are called upward and downward unions of classes and are defined, respectively, as

\[
Cl^P_t = \bigcup_{s \geq t} C_s, \quad Cl^C_t = \bigcup_{s \leq t} C_s.
\]

It is said that object \( x \) \( P \)-dominates object \( y \) with respect to \( P \subseteq C \) (denotation \( xD_py \)); if \( x \succeq_q y \) for all \( q \in P \), and \( D_P = \cap_{q \in P} \succeq_q \), then the dominance relation \( D_P \) is a partial preorder. Given \( P \subseteq C \) and \( x \in U \), let

\[
D_P^P(x) = \{y \in U : yD_px\}, \quad D_P^C(x) = \{y \in U : xD_py\},
\]

represent the \( P \)-dominating set and the \( P \)-dominated set with respect to \( x \), respectively.

The \( P \)-lower and \( P \)-upper approximations of \( Cl^P_t, t \in \{1, \ldots, n\} \), with respect to \( P \subseteq C \) (denotation \( P(Cl^P_t) \) and \( P(Cl^C_t) \), respectively), are defined as

\[
P(Cl^P_t) = \{x \in U : D_P^P(x) \subseteq Cl^P_t\}, \quad P(Cl^C_t) = \bigcup_{x \in Cl^P_t} D_P^P(x) = \{x \in U : D_P^P(x) \cap Cl^P_t \neq \emptyset\}.
\]

The \( P \)-lower approximation of an upward union \( Cl^P_t, P(Cl^P_t) \), is composed of all objects \( x \) from the universe such that all objects \( y \), having at least the same evaluations on all of the considered criteria from \( P \) also belong to class \( Cl_t \) or better. Thus, one can say that if an object \( y \) has at least as good an evaluation on the criteria from \( P \) as object \( x \) belonging to \( P(Cl^P_t) \), then certainly, \( y \) belongs to class \( Cl_t \) or better. The \( P \)-upper approximation of an upward union \( Cl^P_t, P(Cl^P_t) \) is composed of all objects \( x \)
from the universe whose evaluations on the criteria from set $P$ are not worse than the evaluation of at least one other object $y$ belonging to $Cl_t$ or better. Analogously, the $P$-lower and $P$-upper approximations of $Cl^e_t$, $t \in \{1, \ldots, n\}$, with respect to $P \subseteq C$ (denotation $P(Cl^e_t)$ and $P(Cl^o_t)$, respectively) are defined as

$$P(Cl^e_t) = \{x \in U : D^P_t(x) \subseteq Cl^e_t\},$$

$$P(Cl^o_t) = \bigcup_{x \in Cl^e_t} D^P_t(x) = \{x \in U : D^P_t(x) \cap Cl^e_t \neq \emptyset\}. $$

The $P$-boundaries ($P$-doubtable region) of $Cl^e_t$ and $Cl^o_t$ are defined as

$$BnP(Cl^e_t) = P(Cl^o_t) - P(Cl^e_t),$$

$$BnP(Cl^o_t) = P(Cl^o_t) - P(Cl^e_t).$$

We define the accuracy of approximation of $Cl^e_t$ and $Cl^o_t$ for all $t \in \{1, \ldots, n\}$ and for any $P \subseteq C$, respectively, as

$$\varphi_p(Cl^e_t) = \frac{|P(Cl^e_t)|}{|P(Cl^o_t)|}, \quad \varphi_p(Cl^o_t) = \frac{|P(Cl^o_t)|}{|P(Cl^e_t)|}.$$  

The ratio

$$\gamma_p(Cl) = \frac{|U - \left( \bigcup_{t=2}^{n} BnP(Cl^o_t) \right)\}}{|U|}, \quad \gamma_p(Cl) = \frac{|U - \left( \bigcup_{t=1}^{n-1} BnP(Cl^o_t) \right)\}}{|U|}$$

defines the quality of approximation of the classification $Cl$ by means of the criteria from set $P \subseteq C$, or, briefly, the quality of classification where $|\cdot|$ means the cardinality of a set. This ratio expresses the proportion of all $P$-correctly classified objects—i.e., all of the non-ambiguous objects to all of the objects in the data table. Every minimal subset $P \subseteq C$ such that $\gamma_p(Cl) = \gamma'_p(Cl)$ is called a reduct of $C$ with respect to $Cl$ and is denoted by $REDC_p(C)$. Again, a data table may have more than one reduct. The intersection of all of the reducts is known as the core, denoted by $CORE_{Cl}$.

### 3.3. Decision rules

The end result of the DRSA is a representation of the information contained in the considered data table in terms of simple "if... then..." decision rules. For a given upward union of classes $Cl^e_t$, the decision rules that are induced under the hypothesis that actions belonging to $P(Cl^e_t)$ are positive (while the others are negative) suggest an assignment to "at least class $Cl_t$". Analogously, for a given downward union $Cl^e_t$, the rules induced under a hypothesis that actions belonging to $P(Cl^e_t)$ are positive and that all of the others are negative suggest an assignment to "at most class $Cl_t$". On the other hand, the decision rules induced under a hypothesis that actions belonging to the intersection $P(Cl^e_t) \cap P(Cl^o_t)$ are positive, and that all of the others are negative, suggest an assignment to some class between $Cl_t$ and $Cl_{t-1}$ ($s < t$).

The following three types of decision rules can be considered:

1. $D_{\geq}$: decision rules that have the following form:

   $$\text{if } f(x, q_1) \geq r_{q_1} \text{ and } f(x, q_2) \geq r_{q_2} \text{ and } \ldots f(x, q_p) \geq r_{qp}, \text{ then } x \in Cl^e_t.$$  

   These rules are supported only by objects from $P$-lower approximations of the upward unions of classes $Cl^e_t$.

2. $D_{\leq}$: decision rules that have the following form:

   $$\text{if } f(x, q_1) \leq r_{q_1} \text{ and } f(x, q_2) \leq r_{q_2} \text{ and } f(x, q_p) \leq r_{qp}, \text{ then } x \in Cl^e_t.$$  

   These rules are supported only by objects from the $P$-lower approximation of the downward unions of classes $Cl^e_t$.

3. $D_{\geq \leq}$: decision rules that have the following form:

   $$\text{if } f(x, q_1) \geq r_{q_1} \text{ and } f(x, q_2) \geq r_{q_2} \text{ and } \ldots f(x, q_k) \geq r_{q_k} \text{ and } f(x, q_{k+1}) \leq r_{q_{k+1}} \text{ and } \ldots f(x, q_p) \leq r_{qp}, \text{ then } x \in Cl_t \bigcup Cl_{t+1} \bigcup \ldots \bigcup Cl_{t}. $$

   These rules are supported only by objects from the $P$-boundaries of the unions of classes $Cl^e_t$ and $Cl^o_t$, where $P = \{q_1, q_2, \ldots, q_p\} \subseteq C, (r_{q_1}, r_{q_2}, \ldots, r_{qp}) \in V_{q_1} \times V_{q_2} \times \cdots \times V_{qp}$ and $t \in \{1, \ldots, n\}$.

The algorithm for induction regarding decision rules is obtained from Greco et al. [11]. It is also noted that the set of decision rules induced from the approximations defined using dominance relations gives a more synthetic representation of knowledge as contained in the decision table than the set of rules induced from the CRSAs, which uses indiscernible relations. This is due to the more general syntax of the rules ("$\geq\geq"$ and "$\leq\leq"$ are used instead of "$=\approx$").
4. Empirical study: a case of customer behaviors in the airline market

In order to demonstrate the effectiveness of the DRSA and our proposed approach, we carried out an empirical study that is described in this section. We produced a questionnaire about customer behavior in the airline market with single and multiple-choice answers and used DRSA to explore the classification problem. The results should provide airlines with useful information to help them develop marketing strategies and achieve their marketing goals.

4.1. Preparation of the information table for customer behavior in the airline market

Since the products of airlines are their performance and reliability rather than physical objects, their customer behavior is different from that in the conventional marketplace. Therefore, the first thing to do was to define the attributes/criteria for the information table. After consulting with senior management from travel agencies and airline marketing personnel, we listed 10 criteria to be covered by the first questionnaire. Ninety-two passengers at the Taoyuan International Airport in Taiwan agreed to rate the importance of the decision criteria that affected their purchasing behavior using a five-point Likert-type scale that ranged from 5 (extremely important) to 1 (no effect). Afterwards, the four highest-scoring criteria were extracted and used to construct information systems for airline market mining. Since demographic variables are still important references for airline customer behavior, they were considered as other attributes to be evaluated. Based on the above evaluation process, the results of the first questionnaire indicated that safety, price, quality of service and schedule are the most important criteria that influence the buying behavior of airline customers. Therefore, the second questionnaire contained two parts: (1) demographic information about the participants and (2) criteria for the surveyed airlines. The questionnaire covered eight international airlines serving Taiwan. The attributes/criteria for customer behavior in the airline market are shown in Table 1. The preference regarding schedule, quality of service, safety and buying decisions were set as gains, while the price was set as cost (the lower the better). The personal profile attributes were all set to “no preference”. Each respondent was asked to rate his/her level of satisfaction for each criterion and his/her buying decision for the specified airline. 451 respondents completed the questionnaire. The demographics of the 451 respondents are shown in Table 2.

4.2. Results of the DRSA analysis

The results of the DRSA analysis consisted of four parts: quality of approximation, rule generation, rule validation and the significance of condition attributes/criteria.

4.2.1. Quality of approximation

The accuracy of approximation for the three decision classes is shown in Table 3. The results indicate good accuracy for the different classes. In general, high values for the quality of classification and accuracy mean that the attributes/criteria selected are an approximation of the classification. The “at most 1” class is the “do not consider buying” class. There are 27 objects belonging to that class. The accuracy of approximation for “at most 1” is one. The “at most 2” class includes the “do not consider buying” and “maybe” classes, for which accuracy reaches 0.957. On the other hand, the “at least 3” class refers to the “will surely purchase” class, and its lower and upper approximations are 173 and 185, respectively. The accuracy of the “at least 3” class is 0.935. The “at least 2” class is composed of the “maybe” and “will surely purchase” classes, and its accuracy is raised to one. The overall quality of approximation is calculated as follows: \((451 - 12)/(451) = 0.973\).

4.2.2. Rule generation

We establish a set of rules, the “minimum cover rules” (i.e., where the set does not contain any redundant rules), and these rules are certain, such that there are a total of 25 rules generated from the data. Table 4 shows the minimum cover rules obtained after eliminating those with a “cover strength” (i.e., number of objects, in this case passengers, covered by

<table>
<thead>
<tr>
<th>Attribute/criterion name</th>
<th>Attribute/criterion value</th>
<th>Value set</th>
<th>Preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female; male</td>
<td>[F, M]</td>
<td>None</td>
</tr>
<tr>
<td>Age</td>
<td>Below 30; 30–40; 41 and above</td>
<td>[1, 2, 3]</td>
<td>None</td>
</tr>
<tr>
<td>Occupation</td>
<td>Government employee; employee of company; student; others</td>
<td>[G, P, S, O]</td>
<td>None</td>
</tr>
<tr>
<td>Education</td>
<td>High school and below; college; masters and above</td>
<td>[H, C, M]</td>
<td>None</td>
</tr>
<tr>
<td>Income</td>
<td>NTS40,000 and below; 40,001–90,000; 90,000 and above</td>
<td>[1, 2, 3]</td>
<td>None</td>
</tr>
<tr>
<td>Service quality</td>
<td>Poor; medium; satisfactory</td>
<td>[1, 2, 3]</td>
<td>Gain</td>
</tr>
<tr>
<td>Schedule</td>
<td>Bad; good</td>
<td>[1, 2]</td>
<td>Gain</td>
</tr>
<tr>
<td>Safety record</td>
<td>Poor; medium; satisfactory</td>
<td>[1, 2, 3]</td>
<td>Gain</td>
</tr>
<tr>
<td>Price</td>
<td>Low; medium; high</td>
<td>[1, 2, 3]</td>
<td>Cost</td>
</tr>
<tr>
<td>Decision criterion</td>
<td>Will not consider purchasing; maybe; will surely purchase</td>
<td>[1, 2, 3]</td>
<td>Gain</td>
</tr>
</tbody>
</table>

...
The reduced rule set contains 18 rules, with two rules corresponding to class 1, nine rules to at most class 2, five rules to class 3, and two rules to at least class 2. We can see from Table 4 that if the price is high, the decision is “will not consider buying” and its cover strength is 126 (rule 2). This means that nearly one-fourth of the respondents will not consider purchasing from a specific airline if its price is high. Rule 5 suggests that the customer’s decision will be at most class 2 (maybe) when safety is rated as medium or less, the customer’s age is between 30 and 40, and the service quality is rated as medium or less. For students (rule 8), their decisions are at most class 2 when safety and service quality are equal to or less than medium. From rule 11, we can see that if the respondents are female, they are between 30 and 40, and the safety
is rated medium or less, then their decision will be at most class 2, and the cover strength is 53. Rule 12 indicates that if the airline’s safety is satisfactory and the price is rated as medium or less, customers will surely purchase and the cover strength reaches 164. If the passenger’s income is between NT$ 40,000–90,000, his/her age is between 30 and 40 (which is considered middle age in this society), safety is rated satisfactory and the price is low, then he/she will definitely be a loyal customer. If safety is greater than or equal to medium and the price is low, then the respondent’s decision will be at least class 2, and the cover strength numbers are 413 and 202, respectively. The results indicate that a good safety record is attractive to 90% of the customers, while low price is attractive to about 50%. The set of minimum cover rules indicates that for those who are under 30 years of age, whether employed with private companies or part of student groups, price and service are more important. For higher-income, more highly educated or government-employee female respondents, safety is important. It is also worth noting that of the condition criteria, the schedule is the one that seems to have little effect. This may be because there were so few higher-income respondents in the surveyed population. The higher-income group is usually more concerned with time, but in our demographic data, there were only 22 respondents in the high-income group.

4.2.3. Rule validation

We check the feasibility of the decision rules generated in this study through the application of the 10-fold cross-validation technique. First, from a randomly chosen 90% of the data, we generate decision rules. The remaining 10% of the data are used to validate the hit rate of the generated decision rules—i.e., the percentage of correct predictions for each class. This procedure is repeated 10 times; the hit rate is shown in Table 5.

As shown in Table 5, the overall classification error is only 4.4%, with 431 objects decided correctly and only 19 objects decided incorrectly. The nine ambiguous objects indicate that the object classification occurs 10 times during the validation processes. This ambiguity may be due to the hesitation of the respondents. The effectiveness of the DRSA is shown by the results of discriminant analysis in Table 5. The hit rate has increased from 91.8% with discriminant analysis to 95.6% for DRSA.

4.2.4. Significance of the condition attributes/criteria

Since there is no reduct generated from the information system, all of the condition attributes/criteria are essentially utilized to distinguish the classes. However, the significance of the condition attributes/criteria can be measured by their presence in the derived rules. When a condition attribute/criterion shows up more frequently in the cover rules, and the strength of these rules is higher, this is more likely to be a key factor in customer decisions. The frequency with which the attributes/criteria and cover strength appear in the derived minimum cover rules (Table 4)—number of objects matching the rule—can be used as an indication of the importance of the attributes/criteria. Rules 17 and 18 indicate that safety and price are the most significant criteria for customer decisions, with cover strengths of 413 and 202, respectively. The implication is that most of the respondents make purchase decisions mainly based on the airline’s safety record and ticket price.

Another approach to exploring the importance of attributes/criteria is to set the strength level higher than a certain threshold value. Each rule in the derived rule set is thus ensured to be above a certain percentage in terms of cover strength. If we choose to generate all possible rules where the relative strength of each class is greater than 40%, then the total number

<table>
<thead>
<tr>
<th>No.</th>
<th>Condition</th>
<th>Decision</th>
<th>Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Service &lt; 1) &amp; (Price &gt; 2)</td>
<td>D ≤ 1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>(Safety &lt; 1) &amp; (Price &gt; 2)</td>
<td>D ≤ 1</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>(Price ≥ 3)</td>
<td>D ≤ 2</td>
<td>126</td>
</tr>
<tr>
<td>4</td>
<td>(Safety ≤ 2) &amp; (Price &gt; 2)</td>
<td>D ≤ 2</td>
<td>131</td>
</tr>
<tr>
<td>5</td>
<td>(Education = C) &amp; (Service ≤ 2) &amp; (Safety ≤ 2)</td>
<td>D ≤ 2</td>
<td>152</td>
</tr>
<tr>
<td>6</td>
<td>(Safety &gt; 2)</td>
<td>D &gt; 2</td>
<td>413</td>
</tr>
<tr>
<td>7</td>
<td>(Price ≤ 1)</td>
<td>D &gt; 2</td>
<td>202</td>
</tr>
<tr>
<td>8</td>
<td>(Service &gt; 3) &amp; (Price ≤ 2)</td>
<td>D &gt; 2</td>
<td>172</td>
</tr>
<tr>
<td>9</td>
<td>(Safety &gt; 3) &amp; (Price ≤ 2)</td>
<td>D ≥ 3</td>
<td>164</td>
</tr>
</tbody>
</table>

Table 5
Hit rates for DRSA and discriminant analysis.

<table>
<thead>
<tr>
<th>Class</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>25(27)</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>Class 2</td>
<td>0(11)</td>
<td>237(219)</td>
<td>3(16)</td>
</tr>
<tr>
<td>Class 3</td>
<td>0(0)</td>
<td>10(14)</td>
<td>167(164)</td>
</tr>
<tr>
<td>Ambiguous decision</td>
<td>9(0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall classification error</td>
<td>0.044(0.092)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct hit rate</td>
<td>95.6%(91.8%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Parentheses () indicates the results of discriminant analysis.

Table 6
Possible rules for strengths greater than 40% for each class.

<table>
<thead>
<tr>
<th>No.</th>
<th>Condition</th>
<th>Decision</th>
<th>Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Service &lt; 1) &amp; (Price &gt; 2)</td>
<td>D ≤ 1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>(Safety &lt; 1) &amp; (Price &gt; 2)</td>
<td>D ≤ 1</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>(Price ≥ 3)</td>
<td>D ≤ 2</td>
<td>126</td>
</tr>
<tr>
<td>4</td>
<td>(Safety ≤ 2) &amp; (Price &gt; 2)</td>
<td>D ≤ 2</td>
<td>131</td>
</tr>
<tr>
<td>5</td>
<td>(Education = C) &amp; (Service ≤ 2) &amp; (Safety ≤ 2)</td>
<td>D ≤ 2</td>
<td>152</td>
</tr>
<tr>
<td>6</td>
<td>(Safety &gt; 2)</td>
<td>D &gt; 2</td>
<td>413</td>
</tr>
<tr>
<td>7</td>
<td>(Price ≤ 1)</td>
<td>D &gt; 2</td>
<td>202</td>
</tr>
<tr>
<td>8</td>
<td>(Service &gt; 3) &amp; (Price ≤ 2)</td>
<td>D &gt; 2</td>
<td>172</td>
</tr>
<tr>
<td>9</td>
<td>(Safety &gt; 3) &amp; (Price ≤ 2)</td>
<td>D ≥ 3</td>
<td>164</td>
</tr>
</tbody>
</table>
of rules will be reduced to nine (Table 6). In the resulting set of rules, safety and price are still the most crucial condition criteria. It is clear that the higher the satisfaction level in terms of safety, the higher the desire to purchase will be, and that a low price is still a good way to attract people's attention.

5. Discussion

Using the same data set and dummy-variable technique, we also apply discriminant analysis. The results are shown in Table 5. Clearly the DRSA shows better prediction ability than does discriminant analysis. The hit rate increases from 91.8% for discriminant analysis to 95.6% for DRSA. Furthermore, in contrast to discriminant analysis, the rough set theory requires no underlying statistical assumptions. In particular, the DSRA can handle both attributes/criteria with and without preference order. In this study, we use this advantage to analyze survey data (whether with quantitative or qualitative attributes, and with or without preference order) and to better understand customer behavior in the airline market. Although rough set theory has been successfully applied to a variety of areas, it is still not often applied in the customer behavior field. In this study, we also consider inconsistencies within criteria. The empirical results show that it is appropriate to apply DSRA to the mining of knowledge regarding customer behavior for the air transport market. Although the selected attributes/criteria may be strongly influenced by the local environment and culture, the proposed factor structure can be easily adapted and extended to the conditions and culture in other markets in any particular environment.

A condition attribute/criterion can be dropped if its removal will have no impact on the quality of the approximation. However, in our empirical study, no reduct or core is generated. This means that all of the selected attributes/criteria are important factors for the quality of the approximation. This result may be partly due to the fact that all criteria were derived from the first questionnaire, which included only important criteria. Table 3 shows that the accuracy of the classification for customer behavior is as high as 0.973, which indicates the narrow boundary between the lower approximation and the upper approximation. Thus, the granules derived from the refined data can be understood to properly represent customer behavior. The high accuracy rate also shows that the objects in that class have higher dependency among all condition attributes/criteria for those objects. The total number of minimum cover rules is 25, but there are seven rules whose strength is less than 10. This indicates that most of the data derived from this study can be classified into 18 rules with only a few unique data. In contrast to the classical rough set theory, which tends to generate too many rules with only a little cover strength, with the DSRA we seem to be able to obtain better decision rules with stronger cover strength. This could be due to the fact that the DSRA considers both attributes/criteria and their inconsistencies. When there are too many unique rules generated, it is difficult to understand the contents of the data sets that relate to the decision rules in the condition part.

In this study of customer behavior in the air transport market in Taiwan, we find that two criteria dominate customer decision-making: safety and price. Although price and quality of service are usually of major concern in the air transport market, the airline's safety record is the most critical factor affecting customer decision-making. This is not difficult to understand, as the less than desirable safety record of Asian airlines in general has left most air travelers in Taiwan worried about safety. Therefore, the key to a successful strategy is to rebuild the confidence of air transport customers. The decision rules indicate that if the airline performs well in terms of safety, the customer will consider that airline even if ticket price and quality of service are less competitive. The schedule has little influence on the customer's decision-making. In order to isolate representative rules and an effective factor structure, we conducted a 10-fold cross-validation and possible rule generation. The results from both processes show the validity of the decision rules. There is very good agreement, with only a 4.36% overall classification error. The estimation results show that the accuracy of the approximation, the quality of the approximation, and the hit rates are satisfactory. The category of condition attributes/criteria for targeted customers can be increased in the future to help the decision-maker make a more precise judgment. More categories of condition attributes/criteria generate more refined decision rules that can improve the quality of the decision-maker's strategy.

6. Conclusions

This study illustrates the usefulness of the DRSA approach as an operational tool for the prediction of customer behavior in the air transport market. The proposed prediction model takes the form of decision rules. Since the derived rules are supported by real examples, they describe only the most relevant attributes/criteria. The classical rough set theory handles attributes without preferences, a technique that does not always accurately represent the real world. The DRSA is constructed by extending the classical rough set theory to include qualitative reasoning for preference-based customer behavior analysis. This is done by replacing the indiscernibility relation with the dominance relation. In this way we can represent the conflicting preference relations that affect customer behavior more objectively without introducing the equivalence class concept of the classical rough set theory. Compared with those of the traditional statistical method, the results indicate that the DRSA has better prediction ability. Moreover, the derived decision rules are in natural language form, which makes their meaning easier to understand than with traditional methods.
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