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Abstract.

A graph matching approach to optimal assignment of task modules with varying lengths and precedence relationship in a distributed computing system is proposed. Inclusion of module precedence into the optimal solution is made possible by the use of topological module orderings. Two graphs are defined to represent the processor structure and the module precedence relationship, respectively. Assignment of the task modules to the system processors is transformed into a type of graph matching. The search of optimal graph matching corresponding to optimal task assignment is formulated as a state-space search problem which is then solved by the $A^*$ algorithm in artificial intelligence. Illustrative examples and experimental results are included to show the effectiveness of the proposed approach.
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1. Introduction.

A distributed computing system consists of two or more arbitrarily and incompletely interconnected processors. A concern in the research of distributed processing is how to utilize the processors evenly in a distributed computing system. This is the so-called task assignment problem [1, 9]. In such a problem, a task consisting of several modules is to be solved on a set of processors with the aim to reduce task turnaround time and to increase system throughput.

The purpose of reducing task turnaround time and increasing system throughput can be achieved by maximizing (or balancing) the utilization of resources and minimizing the communication between processors [2]. While minimizing interprocessor communication tends to assign the whole task to a single processor, load balancing tries to distribute the task modules evenly among the
processors. Therefore, there exists a conflict between these two criteria and a compromise must be made to find an optimum policy for task assignment.

Several approaches [1-16] have been suggested, including the graph-theoretic approach, the integer 0–1 programming approach, the heuristic approach, the simulated annealing method, and approaches used in the construction of parallel computing elements in VLSI. In most of the approaches, module precedence is neglected. Some have considered this problem but only allow unit-length modules in a task [10]. In this paper, we remove these constraints and consider optimal assignment of task modules with varying lengths and precedence relationship.

Each graph match corresponds to a task assignment. Cost values are defined in terms of a single unit, time, and a state-space search method [19] is used for finding the minimal-cost graph match corresponding to the optimal task assignment.

Inclusion of module precedence into the optimal solution is made possible by the use of topological module orderings constructed from the precedence relationship. The proposed model allows most constraints encountered in practice to be easily incorporated. On the other hand, the proposed approach guarantees to find an optimal solution. This is especially important for those applications where the resulting assignment will be run on a distributed system repeatedly.

In the remainder of this paper, we describe the system assumptions in Sec. 2, and the graph matching model in Sec. 3. In Sec. 4, we describe the minimax criterion and in Sec. 5, we derive the cost function, namely, the task turnaround time. In Sec. 6, the state-space search method is reviewed and applied to finding the optimal solution. Some illustrative examples are given in Sec. 7. Conclusions appear in the last section.

2. System assumptions.

Various assumptions made of the task and the distributed computing system are described in the following.

(1) The processors in the system are heterogeneous, and the modules may have different degrees of preference of the processors.

(2) Nonidentical communication links are used by the processors for message transmission, and module communication processes may have different degrees of preference of the links.

(3) The link between any two processors is symmetric. Therefore, the time to transmit messages from one processor to another is identical to that to transmit the same messages in the reverse direction.

(4) There exists a precedence relationship among the task modules. This means that if module \( m_1 \) is a predecessor of module \( m_2 \), \( m_2 \) cannot be executed before
the result of \( m_1 \) is transmitted to \( m_2 \). This in turn means that processor idleness may occur in the system.

(5) To transmit messages from one processor to another, the latter must be free from module execution. This means that either of two processors in communication spends an identical amount of time for the communication.

3. Graph matching model.

Based on the purpose or the criterion of matching, there are various types of graph matching \([17]\). The type we consider is defined as follows.

Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be two graphs where \( V_1 \) and \( V_2 \) are the vertex sets, \( E_1 \) and \( E_2 \) are the corresponding edge sets. In this paper \( G_1 \) is said to match \( G_2 \) if there exists a mapping (possibly many-to-one) \( M : V_1 \rightarrow V_2 \) such that if \( (a, b) \) is in \( E_1 \), then there exists an edge in \( E_2 \) connecting \( M(a) \) and \( M(b) \).

A task submitted to a distributed computing system is first partitioned into suitable modules and then assigned to the processors. Each task can be represented as a directed acyclic graph \( T = (V_T, E_T) \), which we call the task graph, where (1) \( V_T \) is a set of vertices, each of which represents a module of the task; (2) \( E_T \subseteq V_T \times V_T \) is a set of directed edges, each of which represents the precedence relationship of the two modules at the two ends of the edge. The module at the head of the edge must be executed before the module at the tail. The execution result is then transmitted from the former to the latter.

If there exists a path from \( x \) to \( y \), then \( x \) is called a predecessor of \( y \), and \( y \) a successor of \( x \). In case the path from a vertex \( x \) to a vertex \( y \) is just the edge \((x, y)\), \( x \) is called an immediate predecessor of \( y \), and \( y \) an immediate successor of \( x \).

The processors in a distributed computing system can be represented by an undirected graph \( P = (V_P, E_P) \), which we call the processor graph, where (1) \( V_P \) is a set of vertices, each representing a processor in the system; (2) \( E_P \subseteq V_P \times V_P \) is a set of edges, each representing a communication link between two processors.

Because two related modules may be assigned to a single processor, we add a self-looping edge to each vertex in the processor graph. For example, shown in Figure 1 is a task graph and in Figure 2 a processor graph.

**Fig. 1. A task graph.**

\[
\begin{align*}
V_T &= \{1, 2, 3, 4, 5\} \\
E_T &= \{(1, 3), (2, 3), (3, 4), (3, 5)\}
\end{align*}
\]
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\[ P = (V_p, E_p) \]
V\_p = \{A, B, C\}
E\_p = \{(A, A), (B, B), (C, C), (A, B), (A, C)\}

Fig. 2. A processor graph.

Now, considering the assignment of a module \( m \) to a processor \( p \) as a mapping from \( m \) to \( p \), we see that task assignment is equivalent to matching the task graph with the processor graph. Thus, the task assignment problem can be formulated as a graph matching problem which will be solved by the state-space search method described in Sec. 6.

For each task graph, we can generate a linear ordering of the modules such that if \( m_i \) is a predecessor of \( m_j \) in the task graph, then \( m_i \) precedes \( m_j \) in the ordering. This ordering is called a topological ordering [18].

Considering each topological ordering as a tree path consisting of all the modules as nodes, we may build a topological tree to include all the topological orderings of the task graph. Topological trees will serve as the basis for generating state-space search trees, which we discuss in Sec. 6.

4. Optimization by minimax criterion.

Suppose that a task is partitioned into suitable modules. Let \( t^e_p(A) \) denote the total time spent for module execution, \( t^c_p(A) \) the total time for interprocessor communication delay, and \( t^i_p(A) \) the total idle time, all in a certain processor \( p \) according to a certain task assignment \( A \). Let \( t_p(A) = t^e_p(A) + t^c_p(A) + t^i_p(A) \) which, called the processor turnaround time of \( p \), is the total time spent in processor \( p \) for task assignment \( A \). This turnaround time is different for each distinct processor. Let \( t(A) = \max_p t_p(A) \) which, called the task turnaround time of \( A \), is the total time required to compute the whole task according to assignment \( A \). The smaller \( t(A) \) is, the better \( A \) is. Therefore, \( t(A) \) may be considered as a cost function for task assignment. An optimal task assignment may then be defined as the one \( A_0 \) which minimizes the task turnaround time, i.e.,

\[ t(A_0) = \min_A t(A) = \min_A \max_p t_p(A). \]

This is the so-called minimax criterion [1]; \( t(A_0) \) will be called the minimum task turnaround time.
Note that in order to obtain the minimum cost function \( t(A_0) \), each component of the function must be converted to a uniform unit that is rational and related to a realistic practical application.

### 5. Derivation of task turnaround time.

If \( M \) is a mapping defined by the task assignment \( A \), then we use \( a \rightarrow M(a) \) to denote the assignment of module \( a \) to processor \( M(a) \) and \( C_p(a \rightarrow M(a)) \) to denote the execution time of module \( a \) on processor \( M(a) \). Similarly, we use \( (a,b) \rightarrow (M(a),M(b)) \) to denote the assignment of module communication between \( a \) and \( b \) to the communication link between \( M(a) \) and \( M(b) \), and \( C_c((a,b) \rightarrow (M(a),M(b))) \) to denote the communication time between \( a \) and \( b \) using the link \( (M(a),M(b)) \). If \( M(a) \) is equal to \( M(b) \), then the time \( C_c((a,b) \rightarrow (M(a),M(b))) \) is defined to be zero.

The first factor which influences the values of the task turnaround time is obviously the mapping from the modules to the processors defined by the assignment. The assignments of a module to different processors will result in different execution time values, and so different task turnaround time values.

Next, since there exists a precedence relationship in the task modules, processor idleness may occur in the execution process of the task. Such idleness is found in the processors which are waiting to communicate with other processors for sending or receiving messages. Different orderings of module execution may result in different sequences of processor idleness, and so different task turnaround time values.

Additionally, each module \( m \) may have multiple immediate predecessors which will transmit messages to module \( m \) in a certain order before \( m \) is executed. The ordering of message transmission from the immediate predecessors to the module will also influence the final task turnaround time value.

All three factors above can be fully considered if we first obtain all the topological orderings of the modules according to the precedence relationship, and then consider all possible ways to assign the modules to the processors according to each topological module ordering. In the following we consider how to compute the task turnaround time value \( t(A) \), given a fixed topological ordering and a fixed assignment \( A \) of the modules to the processors. The variation of topological orderings and module mappings will be handled in the next section by state-space search.

First, we have to compute the processor turnaround time \( t_p(A) \) for each system processor \( p \) because \( t(A) = \max_p t_p(A) \). Assume that in the beginning \( t_p(A) \) values are set zero for all processors \( p \), and that module \( m_1 \) is assigned to processor \( p_1 \) in assignment \( A \). Then

\[
t_{p_1}(A) = \text{time for processing module } m_1 \text{ at processor } p_1 = C_p(m_1 \rightarrow p_1).
\]
Next, suppose that \( m_2 \) is assigned to processor \( p_2 \) in \( A \). If \( m_2 \) has an immediate predecessor, which is just \( m_1 \), then \( m_2 \) cannot be executed on \( p_2 \) until \( p_2 \) receives the execution result of \( m_1 \) from \( p_1 \). In this case we have

\[
t_p(A) = \text{idle time for waiting messages from } m_1 \text{ at } p_1 \\
+ \text{time for receiving messages from } m_1 \text{ at } p_1 \\
+ \text{time for processing } m_2 \text{ at } p_2 \\
= \text{old } t_p(A) + C_c((m_1, m_2) \rightarrow (p_1, p_2)) + C_p(m_2 \rightarrow p_2);
\]

\[
t_p(A) = \text{time for processing } m_1 \text{ at } p_1 \\
+ \text{time for transmitting the result of } m_1 \text{ to } m_2 \text{ at } p_2 \\
= \text{old } t_p(A) + C_c((m_1, m_2) \rightarrow (p_1, p_2)).
\]

Note that when \( p_2 \) begins to process \( m_2 \), \( p_1 \) is just free for another job. Also note that if \( p_1 = p_2 \), then the communication time \( C_c((m_1, m_2) \rightarrow (p_1, p_2)) \) is zero as defined previously and

\[
t_p(A) = t_{p_2}(A) = C_p(m_1 \rightarrow p_1) + C_p(m_2 \rightarrow p_2).
\]

If \( m_2 \) has no predecessor, then \( m_1 \) and \( m_2 \) can be processed in \( p_1 \) and \( p_2 \), respectively, in parallel. So we have

\[
t_p(A) = C_p(m_1 \rightarrow p_1); \quad t_{p_2}(A) = C_p(m_2 \rightarrow p_2).
\]

Similarly, if \( p_1 = p_2 \), then we have

\[
t_p(A) = t_{p_2}(A) = C_p(m_1 \rightarrow p_1) + C_p(m_2 \rightarrow p_2).
\]

A similar analysis can be performed for more general cases. The following algorithm is a summary which can be used to update processor turnaround time values when module \( m \) is additionally assigned to processor \( p \) in the process of developing a partial task assignment into a complete one \( A \).

**Algorithm 1. Processor turnaround time updating.**

**Step 1** If module \( m \) has no predecessor, then set \( t_p(A) := t_p(A) + C_p(m \rightarrow p) \)
and stop.

**Step 2** Suppose that module \( m \) has \( H \) immediate predecessors \( m_1, m_2, \ldots, m_H \), where \( m_i \) transmits messages to \( m \) before \( m_j \) if \( i < j \) for all \( 1 \leq i, j \leq H \), and that \( m_H \) is assigned to \( p_h \) in \( A \) for all \( 1 \leq h \leq H \). Set \( h := 1 \).

**Step 3** \textbf{While} \( h \leq H \) \textbf{do}

\begin{verbatim}
begin
    set both \( t_{p_h}(A) \) and \( t_p(A) \) to be
    \[ \max\{t_p(A), t_{p_h}(A)\} + C_c((m_h, m) \rightarrow (p_h, p)), \]
    and set \( h := h + 1 \).
end.
\end{verbatim}

**Step 4** Set \( t_p(A) := t_p(A) + C_p(m \rightarrow p) \) and stop.

A. Basic ideas.

Briefly speaking, we use state-space search to consider all possible topological module orderings and module mappings. The result of the search is an optimal task assignment.

In order to maintain the precedence relationship, node expansion in the state-space is guided by traversing the topological tree which includes all the topological module orderings. Actually, we can consider the topological tree as a basic structure for generating state-space nodes to form a larger state-space search tree. The traversing starts from the root of the topological tree, which corresponds to the root (i.e., the start node) of the state-space search tree. To expand this tree root, all the sons of the root of the topological tree are collected. Each son $m$ represents a first-executable module in the task. All system processors $p$ are then attached to each son to form a set of candidate pairs $(m, p)$. Each pair represents the possible assignment of module $m$ to processor $p$. Next all the pairs are checked for their validity (i.e., checked if $m$ is really executable on $p$ based on processor and link characteristics, etc.). Valid pairs are finally kept in the state-space as the generated nodes. This completes the expansion of the root of the state-space search tree.

To expand a non-root tree node $(m, p)$ in the state space, we first identify the corresponding node with label $m$ in the topological tree. Similarly to the expansion of the root as described above, all the sons of $m$ in the topological tree are then collected, and appropriate processors attached to form valid module-processor pairs as the generated nodes.

B. State-space problem formulation.

1. State description:

Let two-tuple $K = (\text{MPPAIR, PTIME})$ denote the partially-developed mapping corresponding to a node $n = (k, z)$ in the state-space search tree, where $	ext{MPPAIR} = \{(i, x)| (i, x) \text{ is the module-processor pair associated with a node in the path from the start node to node } n\}$ and $	ext{PTIME} = \{t_p| t_p \text{ is the current processor turnaround time of system processor } p \text{ updated at node } n\}$. $K$ can be considered as the state description of the current search space at node $n$. But for simplicity, only the module-processor pair $(k, z)$ is associated with each node $n$ in the state-space search tree diagram (denoted as $k \rightarrow z$). Let $M_K = \{i|(i, x) \in \text{MPPAIR}\}$ which denotes the set of all the already-assigned modules in the partially-developed mapping. Note that $M_K$ includes $k$ which is the module just assigned at node $n$.

2. Initial state:

The initial state is $K = (\text{MPPAIR, PTIME})$ with MPPAIR being empty and all $t_p$ in PTIME being set zero.
(3) **Operators:**

An operator applied to a state-space node \( n = (k, z) \) adds new module-processor pairs \((j, y)\) to MPPAIR and updates PTIME in \( K \). The procedure is as follows. First, find the node \( k' \) in the topological tree which corresponds to \( k \), and form a set of candidate ordered module-processor pairs \( D = \{(j, y) \mid j \text{ is a son of } k' \text{ in the topological tree, } y \text{ is a system processor}\} \). All \( j \) included in \( D \) are the next-executable modules according to the topological ordering. Next, check all candidate pairs one by one for validity. A candidate pair \((j, y)\) is said to be **valid** if for each \((i, x)\) \( \in \) MPPAIR, it is true that if directed edge \((i, j)\) exists in the task graph, then either there exists an edge connecting \( x \) and \( y \), or \( x = y \). This means that if module \( j \) has to communicate with an already-assigned module \( i \) which was assigned to processor \( x \), then \( j \) has to be assigned either to a processor \( y \) which has a communication link to \( x \), or to processor \( x \) itself. Let \( D' \) be the set of all valid pairs in \( D \). Each pair \((j, y)\) in \( D' \) forms a generated node of node \( n \). The operator finally updates \( K \) for each generated node \( n' = (j, y) \) as \( K' = (MPPAIR', PTIME') \) where \( MPPAIR' = MPPAIR \cup \{(j, y)\} \) and \( PTIME' = PTIME \) updated by Algorithm 1.

Note that the operator is defined in such a way that it always expands the partially-developed mapping by assigning each of the next-executable modules found in the topological tree to all the system processors. It is in this way that developing of the partial mapping can be kept in a proper order until all possible module assignments are exhaustively considered with the precedence relationship correctly maintained.

(4) **Goal state:**

Any state denoted by \( K \) with \( M_K = V_T \) (the set of all task modules) is a goal state; that is, the search stops when all modules are completely assigned.

C. **Search of optimal task assignment.**

The formulation above just offers a search scheme for finding a mapping corresponding to a task assignment. Based on the search scheme, the \( A^* \) algorithm described in Nilsson [19] now can be used to find the optimal mapping. In the \( A^* \) algorithm, the cost evaluation function at node \( n \) in the state-space is usually defined as \( f(n) = g(n) + h(n) \), where the value of \( g(n) \) is the minimum path cost from the start node to node \( n \) and the value of the heuristic function \( h(n) \) is a lower-bounded estimate of the value of \( h^*(n) \) which is the minimum path cost from node \( n \) to a goal node.

For our case here, since each state-space node \( n \) corresponds to a partially-developed mapping as described by \( K = (MPPAIR, PTIME) \), we can let \( g(n) \) be, according to the minimax criterion, defined as

\[
g(n) = \max_{t_p} \max_{t_r \in PTIME} t_p
\]
which is the time required to process all the modules already assigned (i.e., to process all \( i \in M_K \)).

On the other hand, nonzero \( h(n) \) values should be used for the search to be more efficient. The heuristic function \( h(n) \) we use is defined as follows. Let processor \( p_k \) be the one with the maximum processor turnaround time found so far, i.e., let \( p_k \) be such that

\[
\max_{p \in PTIME} t_p
\]

Let \( A_K \) be the set of all the modules assigned to \( p_k \) in the partially-developed mapping, and \( M_K \) be the set of all the modules not assigned yet (i.e., \( M_K \) and \( M_K \) so defined together form the set \( V_T \) of all task modules). Also, define \( R_K \) to be the set of all those modules in \( M_K \) which have to communicate with the modules in \( A_K \), i.e., \( R_K = \{ b | b \in M_K, (a, b) \in E_T \} \) (the edge set of the task graph) with \( a \in A_K \), and define \( L_K \) to be the set of all those modules in \( A_K \) which have communication with the modules in \( R_K \), i.e., \( L_K = \{ a | a \in A_K, (a, b) \in E_T \} \) with \( b \in R_K \). In fact, \( L_K \subseteq A_K \) denotes part of the modules already assigned to \( p_K \), whose unassigned immediate successors form the set \( R_K \subseteq M_K \). A diagram indicating all the relationships between all the module sets defined above is shown in Figure 3.

![Diagram illustrating the relationships between module sets](image)

\( Fig. 3. A \) diagram showing the relationships between the module sets useful for extracting heuristic information.

Now each module \( b \) in \( R_K \) in further state-space search will have to be assigned either to processor \( p_K \) or to a processor \( p \) connected through a communication link to \( p_K \) in order that the communication from the predecessors of \( b \) in \( L_K \) to \( b \) can be accomplished. But these two types of assignment will result in two different amounts of partial processor turnaround time being increased at \( p_K \). If \( b \) is assigned to \( p_K \), then \( p_K \) will have to spend time both to receive
messages from each predecessor of \( b \) already assigned to a processor other than \( p_k \) and to process module \( b \). If \( b \) is assigned to a processor \( p \) with a link to \( p_k \), each predecessor of \( b \) already assigned to \( p_k \) will have to send messages to \( b \). So \( p_k \) will have to spend time in communication with \( p \). To keep \( h(n) \) as a lower bound of \( h^*(n) \) for the \( A^* \) algorithm to be optimum, it is necessary to find for each module \( b \in R_k \) the smaller of the above-mentioned two different amounts of time increased at \( p_k \). We can then let \( h(n) \) be the sum of these amounts of time required for all the modules in \( R_k \), as is calculated in Algorithm 2 below.

**Algorithm 2. Computation of** \( h(n) \).

**Step 1** Find \( p_k \) and all the sets shown in Figure 3.

**Step 2** For each \( b \in R_k \), find \( S_k = \{ (m, b) \in E_T, m \in (M_k - A_k) \} \) (which is the set of the predecessors of \( b \) already assigned to a processor other than \( p_k \)) and \( S'_k = \{ (m, b) \in E_T, m \in A_k \} \) (which is the set of the predecessors of \( b \) already assigned to \( p_k \)), and compute

\[
t = C_p(b \rightarrow p_k) + \sum_{m \in S_k} C_c((m, b) \rightarrow (p, p_k))
\]

with summation over \( m \in S_k, m \rightarrow p \neq p_k \), and

\[
t' = \min_{p \in P_k, m \in S'_k} C_c((m, b) \rightarrow (p_k, p)).
\]

Set \( H_b := \min(t, t') \).

**Step 3** Set \( h(n) := \sum_{b \in R_k} H_b \).

The following algorithm follows that in [1] and is used to find an optimal mapping between two graphs, a task graph and a processor graph.

**Algorithm 3. Find the optimal task assignment.**

**Step 1** Put the initial node \( n \) on a list called OPEN, and set the evaluation function value \( f(n) = 0 \).

**Step 2** Remove from OPEN the node \( n \) with the smallest \( f \) value and put it on a list called CLOSED.

**Step 3** If \( n \) satisfies the goal state, then backtrack to the start node to find the corresponding graph matching as the desired task assignment and exit. Otherwise, continue.

**Step 4** Expand node \( n \), using operators applicable to \( n \), and update the set PTIME by Algorithm 1 for each generated son \( n' \) of \( n \) to get \( g(n') \). Also compute \( h(n') \) according to Algorithm 2. Set \( f(n') = g(n') + h(n') \) for each \( n' \). Insert the nodes generated to the OPEN list.

**Step 5** Go to Step 2.
In Step 4, if \( h(n') \) is always set 0, then Algorithm 3 is a uniform-cost search [19]. Otherwise, it is an \( A^* \) algorithm.

7. Illustrative examples.

First, we give an example to illustrate the search of the optimal mapping from a task graph to a processor graph using Algorithm 3. The effectiveness of the proposed heuristic function to reduce the number of generated state-space nodes will also be shown. The task graph \( T \) and the processor graph \( P \) are shown in Figure 4 and Figure 5, respectively.

![Fig. 4. Task graph \( T \).](image1)

![Fig. 5. Processor graph \( P \).](image2)

The intermodule communication time and the module processing time are listed in Table 1 and Table 2, respectively.

### Table 1. Intermodule communication time.

<table>
<thead>
<tr>
<th>module</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 2. Module processing time.

<table>
<thead>
<tr>
<th>module</th>
<th>processor</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>20</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>60</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>100</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>90</td>
<td>35</td>
<td></td>
</tr>
</tbody>
</table>
We show in Figure 6 a topological module tree to specify all possible module expansion orderings.

\[ \begin{array}{c}
\text{1} \\
\text{2} \\
\text{3} \\
\text{4} \\
\end{array} \]

Fig. 6. Topological module tree.

Then, using Algorithm 3 as an ordered-search algorithm, we can find an optimal task assignment and compute the minimum task turnaround time. Figure 7, shows the resulting search tree. The optimal mapping as shown is 1 → B, 2 → A, 4 → C, 3 → A, and the minimum task turnaround time is 95.

\[ \begin{array}{c}
\text{(start node)} \\
(1 \rightarrow A) \\
100 \\
(1 \rightarrow B) \\
50 \\
(1 \rightarrow C) \\
115 \\
(2 \rightarrow A) \\
55 \\
(2 \rightarrow B) \\
115 \\
(3 \rightarrow A) \\
95 \\
(3 \rightarrow B) \\
60 \\
(3 \rightarrow C) \\
90 \\
(4 \rightarrow A) \\
95 \\
(4 \rightarrow B) \\
115 \\
(4 \rightarrow C) \\
200 \\
\end{array} \]

Fig. 7. State-space search tree of the illustrative example with \( h(n) \neq 0 \) (circled numbers indicate node expansion order, and squared numbers indicate \( f(n) \) values).
As shown in Figure 7, totally only 7 state-space nodes are expanded and 23 nodes generated before the goal node is found. To prove that this result comes from the use of the heuristics proposed previously, we further reuse Algorithm 3 as a uniform-cost algorithm (setting \( h(n) \) zero for all nodes) to find the optimal assignment again. Totally 12 state-space nodes are expanded in this case with 46 nodes being generated. Note that the following assignment also found in the search tree of Figure 7 is similar to the above optimal assignment: 1 \( \rightarrow \) B, 2 \( \rightarrow \) A, 3 \( \rightarrow \) A, 4 \( \rightarrow \) C. The only difference between them is the topological module ordering (or the order of module processing and communication). But the task turnaround time of this assignment is 130. This shows that the topological module ordering influences the task turnaround time value. Finally, we show in Table 3 the running process of each processor for the optimal task assignment.

Table 3. Running process of the optimal task assignment.

<table>
<thead>
<tr>
<th>time</th>
<th>processor A</th>
<th>processor B</th>
<th>processor C</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>idle</td>
<td>run m₁</td>
<td>idle</td>
</tr>
<tr>
<td>10</td>
<td>receive massage from m₁ for m₂</td>
<td>transmit result of m₁ to m₂</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>run m₂</td>
<td>idle</td>
<td>receive message from m₂ for m₄</td>
</tr>
<tr>
<td>15</td>
<td>transmit result of m₂ to m₄</td>
<td>idle</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>receive message from m₁ for m₃</td>
<td>transmit result of m₁ to m₃</td>
<td>run m₄</td>
</tr>
<tr>
<td>20</td>
<td>run m₃</td>
<td>idle</td>
<td>idle</td>
</tr>
</tbody>
</table>

More examples with different task graphs, processor graphs, intermodule communication times and module processing times have been tested to check the effectiveness of the heuristic function \( h(n) \) used in Algorithm 3. The optimal solutions of these examples are listed in Table 4. It is observed that the heuristics we use in general cut the number of generated nodes down to about a half.

8. Conclusions.

As a nontrivial extension of Shen and Tsai [1], module precedence consideration has been successfully incorporated in this study into the state-space search of optimal task assignment. This is made possible by transforming
the precedence relationship into a topological tree which is used for module execution and message transmission ordering. The ordering of message transmission from the immediate predecessors of a module to the module itself is taken care of when processor turnaround time values are updated by Algorithm 1. Module execution ordering is taken care of when the topological tree is used as the basic structure for search tree expansion.

In addition, heuristics for speeding up the search are also proposed (computed by Algorithm 2). The heuristic information is collected from the predecessor and successor relationship created by module precedence. Experimental results show the effectiveness of the proposed heuristics. Note that speedup in solution search is useful for real-time applications.
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