The singularity problem of the resolved-acceleration control scheme can be solved by the damped least-squares method. This approach, however, does suffer from one serious drawback: oscillations of the end-effector when the target is outside the workspace and self-motion of the manipulator when it is at the orientation degeneracy. In this paper, we present a hybrid-damped resolved-acceleration control scheme (HDRAC), which is capable of damping both the accelerations and the velocities to overcome this drawback. The main advantage of the present approach is that the control system need not plan the path to avoid the infeasible region of the manipulator, since the controller will automatically command the end-effector to move along the boundary of the workspace with a minimum trajectory error. Thus this approach renders the resolved-acceleration control scheme a much more practical control for the industry. The stability of the proposed control scheme is also proved in this paper. Incorporated with the concept of the degenerated-direction damped least-squares method (DDDLSM), this new control scheme can also apply only to the degenerated directions, which scheme is simulated on the PUMA 560 manipulator to verify its usefulness. © 1997 John Wiley & Sons, Inc.
1. INTRODUCTION

The resolved-acceleration control scheme\(^1\) is a general approach for robot Cartesian control. When it is incorporated with the computed-torque method, its capability for both low- or high-speed motion control and force control is satisfactory. However, this control scheme will break down when the Jacobian matrix is singular. An effective strategy is to combine the scheme with the damped least-squares method originally proposed by Nakamura and Hanafusa\(^2\) and Wampler.\(^3,4\) For the sake of simplicity, this control scheme is termed damped-acceleration resolved-acceleration control (DARAC) in this article. However, this approach has two problems: (1) the undesirable errors in the damped least-squares solution; and (2) oscillations of the end-effector (when the target is outside the workspace) or self-motion of the manipulator (when the target is at the orientation degeneracy).

For the first problem, some researchers have proposed several variant approaches to reduce the error. One way is to damp only the small singular values of the Jacobian matrix, i.e., only the commands in the degenerated directions are sacrificed. Maciejewski et al.\(^5\) used the numerical filtering method to estimate the smallest singular value and the corresponding singular vector (the degenerated direction), and then apply the damped least-squares method in the degenerated direction only. However, when the two smallest singular values cross, there is a sudden rotation of the singular vector, associated with the smallest singular value, which may cause a significant error in the estimate. So a modified method was proposed in the work of Chiaverini\(^6\) to estimate not only the smallest singular value but also the second smallest one. Kirčanski and Boric\(^7,8\) used the package MATHEMATICA to derive a symbolical singular value decomposition for the manipulator with a spherical wrist, such as PUMA and Stanford manipulators. This technique reduces the numerical error as well as the computation burdens, and only the small singular values are damped by the damping factor that varies with the corresponding singular value. Kirčanski et al.\(^9\) implemented this technique to resolve acceleration control on a two-link manipulator. Lin and Wu\(^10\) proposed yet another method to find the degenerated directions of the manipulator, and then applied the damped least-squares method only to them to retain the accuracy of the motion along the other directions. It is then named the degenerated-direction damped least-squares method (DDDLSM).

On the other hand, if a fixed damping factor is used, the error still remains in the damped least-squares solution when the manipulator is far away from the singular point. So several varying damping factors were adopted in the literature, such as the linear function\(^2,7,11-16\), the second-order function\(^6,17\), and the normal-like function.\(^10,18\) These damping factors vary with the smallest singular value, the manipulability measure\(^19\), or the singularity parameter.\(^10\)

There was little discussion about the second problem mentioned above. Our experiments in the work\(^10\) showed that oscillations of the end-effector will occur when the target is outside the workspace and self-motion of the manipulator will appear when the target is at the orientation degeneracy. Note that the workspace boundary of the redundant or nonredundant manipulator contains the singular points. We have previously proposed the damped-rate resolved-acceleration control scheme (DRRAC)\(^18\) to damp the joint velocities, instead of the joint accelerations, to prevent the oscillations and the self-motion from occurring. By using the singular value decomposition (SVD) it is shown that the oscillations and the self-motion are due to the unnecessary nonzero joint velocities in the degenerated directions when the manipulator is at the singularity. Conceivably, the DRRAC scheme eliminates the unnecessary joint velocities in the deceleration region to overcome the disadvantage of the DARAC. However, the DRRAC raises another problem: the convergent rate of this control scheme will be slower than that of the DARAC, when the end-effector moves to a neighboring region of a singular point (i.e., the deceleration region).
This article presents the hybrid-damped resolved-acceleration control scheme (HDRAC) to overcome both the drawbacks of the DARAC and the DRRAC. When a 6 degrees-of-freedom (DOF) manipulator is at a singular configuration, it loses some DOF, assumed as $k$, in the task space. The controller thus has $k$ redundant joint acceleration outputs if the resolved-acceleration control scheme is used. Fortunately, the unnecessary joint velocities and the redundant joint accelerations have the same dimensions, thus the proposed control scheme applies the redundant joint acceleration outputs to remove the unnecessary joint velocities in the deceleration region. Furthermore, the size of the deceleration region can be adjusted by a factor. It will be proved by the Lyapunov second method that the proposed control scheme is asymptotically stable and the manipulator is finally stationary whether the target is inside the workspace or not. Some simulations are undertaken on the PUMA 560 manipulator using the HDRAC incorporated with the degenerated-direction damped least-squares method and a normal-like damping factor.

The new control scheme HDRAC is significant for it is capable of making the resolved-acceleration control scheme a much more practical scheme. In the factory, the robot operators usually do not know what the singular point is, and where it is. They may ask the end-effector to bypass the outside of the workspace; oscillations or the self-motion will then occur around the singular point and will result in some damage if the DARAC is used.

This article is organized as follows: The resolved-acceleration control scheme and the damped least-squares method are reviewed in Section 2. Section 3 investigates the motion problem of the DARAC. Section 4 presents the HDRAC and the stability proof. The degenerated-direction damped least-squares method and a normal-like damping factor are also discussed in this section. The simulations about motion near the singularity are reported in Section 5. Conclusions are drawn in the final section.

### 2. BACKGROUND

#### 2.1. Resolved-Acceleration Control

The relationship between the end-effector velocities and the joint rates for the robotic manipulators can be represented as

$$ v = \begin{bmatrix} \dot{r} \\ \omega \end{bmatrix} = J\dot{q} $$

where $\dot{r}$ and $\omega$ are the end-effector velocity and the angular velocity, respectively; $\dot{q}$ is the joint rate vector; and $J$ is the Jacobian matrix. Differentiating (1), we get

$$ a = \begin{bmatrix} \ddot{r} \\ \alpha \end{bmatrix} = J\dot{q} + J\dot{q} $$

where $\ddot{r}$ and $\alpha$ are the end-effector acceleration and the angular acceleration, respectively.

It is well-known that the dynamics of a manipulator can be modelled in the form of

$$ M(q)\ddot{q} + f(\dot{q}, q) = \tau $$

where $M(q)$ is the positive definite, symmetric inertia matrix; $f(\dot{q}, q)$ is the vector comprising Coriolis, centrifugal, and gravity force, $\tau$ is the vector of actuator force; and $q$ is the vector of joint displacements. The second-order nonlinear coupled dynamic equation (3) can be linearized and decoupled by inputting the inverse dynamics

$$ \tau = M(q)\ddot{q}^* + f(\dot{q}, q) $$

where $\ddot{q}^*$ is the vector of the desired joint accelerations so that

$$ \ddot{q} = \ddot{q}^* $$

That means, adding the inverse dynamics as a compensator in the conventional controller, the trajectory tracking in the joint coordinates is then guaranteed. This technique is called the computed-torque scheme.

Luh et al. proposed the resolved-torque control scheme as

$$ \ddot{q}^* = J^{-1}\ddot{a}^* $$

with

$$ \ddot{a}^* = \begin{bmatrix} \ddot{r}^*_d \\ \alpha^*_u \end{bmatrix} + K_0 \begin{bmatrix} \ddot{r}_d - \ddot{r} \\ \omega_d - \omega \end{bmatrix} + K_o \begin{bmatrix} e_r \\ e_o \end{bmatrix} - J\ddot{q} $$

where $K_0$ and $K_o$ are gain matrices; subscript $d$ denotes the desired value; $e_r = r_d - r$ is the position error; and $e_o$ is the orientation error. Although the orientation error can be $\theta u_\theta$, $u_\tan \theta/2$ (Rodrigues parameters), $u_\sin \theta$ (the parameters of Luh et al.), or $u_\sin \theta/2$ (Euler parameters), where $\theta$ is the rotational angle, $u_\theta$ is the unit vector of the rotational axis,
it is recommended to use the parameters of Luh et al. according to the work of Lin. Unfortunately, this control scheme breaks down when \( J^{-1} \) does not exist, which occurs at a singular configuration.

### 2.2. Damped Least-Squares Method

The damped least-squares method (DLSM) for the inverse problem of (1) is applied to solve the following optimization problem:

\[
\begin{align*}
\min_\bar{q} & \quad \| J\bar{q} - v \|^2 + \rho^2 \| \bar{q} \|^2 \\
\text{or} & \\
\min_\bar{q} & \quad \| \begin{bmatrix} J \\ \rho I_6 \end{bmatrix} \bar{q} - \begin{bmatrix} v \\ 0 \end{bmatrix} \|^2
\end{align*}
\]  

where \( \| \cdot \| \) denotes the Euclidean norm; \( \rho \) is a positive scalar; and \( I_i \) is the \( i \)-dimension identity matrix. By calculus, the solution to (9) is

\[
\bar{q} = J_r^* \nu
\]  

where

\[
J_r^* = (J^*J + \rho^2 I_6)^{-1}J_r^*
\]  

which always exists for \( \rho \neq 0 \), since \( (J^*J + \rho^2 I_6) \) is positive definite and symmetric. This solution is a compromise between the residual error, \( J\bar{q} - v \), and the magnitudes of the joint velocities, \( \bar{q} \), by the damping factor \( \rho \).

The singular value decomposition (SVD) can provide insight into the singularities of the inverse Jacobian. In this paper, we consider nonredundant manipulators, so \( J \) is a \( 6 \times 6 \) matrix. By the theory of SVD, there are two orthogonal matrices \( U = [u_1 \cdots u_6] \) and \( V = [v_1 \cdots v_6] \), such that

\[
J = U\Sigma V^T = \sum_{i=1}^{6} \sigma_i u_i v_i^T
\]  

where \( \Sigma = \text{diag}[\sigma_1, \ldots, \sigma_6] \) \( \sigma_i \) are the singular values of \( J \), and \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_6 \geq 0 \). The vectors \( u_i \) and \( v_i \) are the \( i \)-th left singular vector and the \( i \)-th right singular vector, respectively. Substituting (12) into (11), we obtain

\[
J_r^* = V\Sigma_r^T U^T = \sum_{i=1}^{6} \frac{\sigma_i}{\sigma_i^2 + \rho^2} v_i u_i^T
\]  

where \( \Sigma_r^T = \text{diag}[\sigma_1/(\sigma_1^2 + \rho^2), \ldots, \sigma_6/(\sigma_6^2 + \rho^2)] \).

Suppose that \( \rho \) is moderately small. When the manipulator is far from singularity (i.e., \( \sigma_i \gg \rho \)), then \( \sigma_i/(\sigma_i^2 + \rho^2) \approx 1/\sigma_i \), which implies that \( J_r^* \approx J^{-1} \) [see (13)]. When the manipulator is in the neighborhood of a singular point, it can be seen from (13) that the solutions of joint velocities \( \bar{q} \) are not infinitely large.

\[
J^{-1} \text{ in (6) is replaced by } J_r^* \text{ to obtain the following control scheme:}
\]

\[
\bar{q}_l^* = J_r^* a^* = \sum_{i=1}^{6} \frac{\sigma_i}{\sigma_i^2 + \rho^2} (u_i a^*) v_i
\]

We shall name the control scheme (14) the damped-acceleration resolved-acceleration control scheme (DARAC). The vector \( \bar{q}_l^* \) in (14) is actually the solution to the optimization problem of

\[
\min_{\bar{q}} (\| J\bar{q}^* - a^* \|^2 + \rho^2 \| \bar{q}^* \|^2)
\]

Note that if the ideal computed-torque control is used, the joint acceleration \( \bar{q} \) is equal to \( \bar{q}_l^* \) by (5).

### 3. Problem Statement

In this section, we state the motion problem of the DARAC in the neighborhood of the singularity and investigate the causality.

From (14), we know that any acceleration vectors in Cartesian space can be represented as a linear combination of the left singular vectors \( u_1, \ldots, u_6 \) and any joint acceleration vectors can be represented as a linear combination of the right singular vectors \( v_1, \ldots, v_6 \), since \( \{u_1, \ldots, u_6\} \) spans a 6-dimensional space, so does \( \{v_1, \ldots, v_6\} \). Thus, in (6), \( a^* \) can be represented as

\[
a^* = \sum_{i=1}^{6} \lambda_i u_i
\]  

where \( \lambda_i = u_i a^* \). Substituting (13) and (16) into (14), we get

\[
\bar{q}_l^* = \sum_{i=1}^{6} \gamma_i v_i
\]  

where \( \gamma_i = \sigma_i \lambda_i/(\sigma_i^2 + \rho^2) \).
If the manipulator is at the singularity, we assume the rank of the Jacobian matrix is \( k \); then \( \alpha_i = 0 \) and \( \gamma_i = 0 \) since \( \gamma_i = \alpha_i \lambda_i / (\alpha_i^2 + \rho_i^2) \), \( i = k + 1, \ldots, 6 \). This implies that the components of \( \dot{q}^* \) along the directions \( v_i \), \( i = k + 1, \ldots, 6 \), are damped to zero, implying that the components of \( \dot{q} \) along the directions \( v_i \), \( i = k + 1, \ldots, 6 \), stop to accelerate, yet they cannot decelerate to zero. These nonzero components of \( \dot{q} \) are unnecessary and will create some problems, which are stated as follows.

We shall classify degeneracy (or singularity) of a manipulator with a spherical wrist into two parts: wrist-center degeneracy and orientation degeneracy. In the nonredundant robots, whereas the wrist-center degeneracy always occurs at the workspace boundary region of the manipulator, the orientation degeneracy occurs virtually any place inside the workspace. In the following discussion, we shall state the problems at these two degeneracy configurations.

The wrist-center degeneracy: We consider a two-link arm shown in Fig. 1(a). Its symbolic singular value decomposition of the Jacobian matrix is
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\[ J = U \Sigma V^T \]

\[ = \begin{bmatrix}
\text{sign}(S_2)\text{sign}(p)S_{21}u_{22} - S_{12}u_{21} & -\text{sign}(S_2)\text{sign}(p)S_{12}u_{21} - S_{12}u_{22} \\
\text{sign}(S_2)\text{sign}(p)S_{12}u_{21} + C_{12}u_{21} & -\text{sign}(S_2)\text{sign}(p)S_{12}u_{21} + C_{12}u_{22}
\end{bmatrix} \]

(18)

where \( S_i = \sin \theta_i; C_i = \cos \theta_i; S_{12} = \sin(\theta_1 + \theta_2); C_{12} = \cos(\theta_1 + \theta_2); p = l_1 + l_2; u_{21} = \sigma_1\sqrt{l_1^2 - \sigma_1^2}/(l_1\sqrt{\sigma_1^2 - \sigma_2^2}); u_{22} = \sigma_2\sqrt{l_1^2 - \sigma_2^2}/(l_1\sqrt{\sigma_1^2 - \sigma_2^2}); v_{21} = \sqrt{l_1^2 - \sigma_1^2}/\sqrt{l_1^2 - \sigma_2^2}; v_{22} = \sqrt{l_1^2 - \sigma_1^2}/\sqrt{l_1^2 - \sigma_2^2}; \) and the singular values are \( \sigma_1 = \sqrt{h + (l_1^2 - 4l_1^2S_1^2)/2}/\sqrt{2} \) and \( \sigma_2 = \sqrt{h - (l_1^2 - 4l_1^2S_1^2)/2}/\sqrt{2} \) with \( h = l_1^2 + 2l_1^2 + 2l_1l_2 \cos \theta_2 \). \( \sigma_1 \) is never zero, while \( \sigma_2 = 0 \) for \( \theta_2 = n\pi, n = 0, \pm 1, \pm 2, \ldots \). Note also that \( u_{21} = 1; u_{22} = 0; v_{21} = l_1/\sigma_1; \) and \( v_{22} = l_1 \pm l_2 \) when \( \sigma_2 = 0 \). Equations (16) and (17) are rewritten as

\[ a^* = \lambda_1u_1 + \lambda_2u_2 \]

(19)

\[ \ddot{q}_d = \frac{\sigma_1\lambda_1}{\sigma_1^2 + \rho^2}v_1 + \frac{\sigma_2\lambda_2}{\sigma_2^2 + \rho^2}v_2 \]

(20)

As this happens, the controller will command the arm to return to the target; first link then moves in a clockwise direction and second link in a counterclockwise direction. When the tip returns to the singular point \( B \), the velocities of two links will remain nonzero, and the tip will then leave the singular point \( B \) again. Consequently, some oscillations will occur around the singular point \( B \).

The orientation degeneracy: We consider a spherical twist which is shown in Figure 2. The singularity occurs when the first and third rotational axes are collinear, i.e., the angle of the second joint is zero. In this configuration, the component of the angular velocity of the wrist along the first rotational axis can be achieved by an infinite combination of the joint velocities of the first and third axes, since one of these two joint velocities can be vanished by the other in the opposite direction.

Suppose that we order the spherical wrist to stay in the singular configuration. When the angle of the second joint approaches zero, the joint accelerations of the first and third joints also approaches zero by the DARAC. At the same time, the joint velocities of both these joints are uncontrollable. If one of these two joint velocities is nonzero, due to the external torque or the numerical error of the controller computation, the other joint will rotate with the same period in the opposite direction. The controller cannot stop them since they are uncontrollable, so these two joints will rotate indefinitely in the singular configuration. These motions of the joints that produce no movement of the end-effector are generally referred to as self-motions.

According to the above discussions, we know that the DARAC cannot adequately solve the problem of robot Cartesian control near a singular point.

4. HYBRID-DAMPED CONTROL SCHEME

4.1. Control Scheme

The analysis in Section 3 implies that a good robot Cartesian control scheme should simultaneously re-
strict the velocities and the accelerations of the joints. In this paper, we consider nonredundant manipulators only. Suppose that a 6-DOF manipulator is at the singular configuration, and its rank of the Jacobian matrix is $k$. The manipulator will lose $6 - k$ DOF in task space. At the resolved-acceleration controller, only $k$ DOF joint acceleration outputs are needed, but $6 - k$ DOF joint acceleration outputs are redundant, i.e., these redundant joint accelerations cannot generate the accelerations of the end-effector in any direction. On the other hand, $6 - k$ components of $q$ along the degenerated directions is unnecessary and that was stated in the last section. These two facts motivated us to propose a control scheme that uses the $6 - k$ redundant DOF joint acceleration commands to remove the $6 - k$ unnecessary components of $\dot{q}$. The original optimal problem (15) will become as follows:

$$
\min_{\ddot{q}} (||J\ddot{q} - a*||^2 + \rho||\dddot{q} + \rho\ddot{q}||^2) \tag{21}
$$

where $\rho$ is the damping factor that represents the weighting of the constraint $||\ddot{q} + \rho\dddot{q}||$. The joint acceleration commands $\dddot{q}^*$ have to minimize the additional constraint

$$
||\dddot{q} + \rho\ddot{q}||^2 \tag{22}
$$

$\rho$ is a variable dependent on the smallest singular value or singular parameter of the Jacobian matrix. When the manipulator is far away from the singular point, no joint velocity is unnecessary, thus $\rho$ will be zero. If the manipulator is at a singular point, however, the unnecessary joint velocities along the degenerated directions have to be removed by the joint acceleration commands; thus $\rho$ must be specified. The redundant components of the joint acceleration commands $\dddot{q}^*$ will be equal to the unnecessary components of $\dddot{q}$ multiplied by $-\rho$, to minimize the constraint (22).

By calculus, we get the solution to the optimization problem (21) as

$$
\dddot{q}_b = \dddot{q}_c + \dddot{q}^* = (J^T + \rho L_1)^{-1}J^*a^* + \rho\rho(J^T + \rho L_1)^{-1}\dddot{q} \tag{23}
$$

(23) is called the hybrid-damped resolved-acceleration control scheme (HDRAC). The first term on the right-hand side in (23) is equal to the solution of the DARAC. The second term, $\dddot{q}^*$, is an additional term and is used to remove the unnecessary components of $\dddot{q}$, which is explained in the following.

We rewrite $\dddot{q}^*$ in terms of the singular value decomposition of $J$ as

$$
\dddot{q}^* = -\rho \sum_{i=1}^{6} \frac{\rho^2}{\sigma_i^2 + \rho^2} (v_i^T \dddot{q}) v_i \tag{24}
$$

If the manipulator is far away from any singular point, i.e., $\sigma_i \gg \rho$, $i = 1, \ldots, 6$, then $\rho^2/(\sigma_i^2 + \rho^2) \approx 0$, $i = 1, \ldots, 6$. Thus $\dddot{q}^*$ is zero, the HDRAC is identical to the DARAC. If the manipulator is near the singular point, $\sigma_i = 0$, $i = k + 1, \ldots, 6$, then $\rho^2/(\sigma_i^2 + \rho^2) \approx 1$, for $i = k + 1, \ldots, 6$; hence (24) can be rewritten as

$$
\dddot{q}^* = -\rho \sum_{i=k+1}^{6} (v_i^T \dddot{q}) v_i \tag{25}
$$

In discrete-time control, we always use the back difference to approximate the derivative, so that

$$
\dddot{q}^*[k] = \frac{1}{\Delta t} (\dddot{q}^*[k] - \dddot{q}^*[k-1]) = \frac{1}{\Delta t} (\dddot{q}^*[k] - \dddot{q}[k]) \tag{26}
$$

where $\Delta t$ is the sampling time. Note that, by the assumption of the ideal computed-torque control, the measured value of $\dddot{q}[k]$ in this sampling interval is equal to the command $\dddot{q}^*[k-1]$ in the last sampling interval. For convenience the index $k$ is dropped in the subsequent expressions; hence (26) becomes

$$
\dddot{q}^* = \frac{1}{\Delta t} (\dddot{q}^* - \dddot{q}) \tag{27}
$$

Suppose that the unnecessary components of $\dddot{q}$ exist when the manipulator is at a singular point where $\sigma_i = 0$, $i = k + 1, \ldots, 6$, and we want these components of $\dddot{q}$ to be removed in the next sampling. That means the components of the desired joint velocities $\dddot{q}^*$ along $v_i$, $i = k + 1, \ldots, 6$, should be zero, or $v_i^T \dddot{q}^* = 0$, $i = k + 1, \ldots, 6$. By multiplying both sides of (27) by $v_i v_i^T$, $i = k + 1, \ldots, 6$, summing up the results, and setting $v_i^T \dddot{q}^* = 0$, $i = k + 1, \ldots, 6$, we obtain

$$
\sum_{i=k+1}^{6} v_i v_i^T \dddot{q}^* = \frac{-1}{\Delta t} \sum_{i=k+1}^{6} v_i v_i^T \dddot{q} \tag{28}
$$

If we choose $\rho$ in (25) to be $1/\Delta t$, then $\dddot{q}^* = \sum_{i=k+1}^{6} (v_i^T \dddot{q}^*) v_i$ in (28), which is the additional desired joint accelerations to accomplish $v_i^T \dddot{q}^* = 0$, $i = k + 1, \ldots, 6$. Note that $\dddot{q}$ in the next sampling will be equal to the desired $\dddot{q}^*$ if an ideal computed-torque
scheme is used. Thus, \( \dot{q}^* \) in (25) with \( \rho_i = 1/\Delta t \) will remove the unnecessary components of \( \dot{q} \) along \( v_{k+1}, \ldots, v_{6} \) in the next sampling, while \( \ddot{q}^*_{ik} \) in (23) make the unnecessary components of \( \ddot{q} \) along \( v_{k+1}, \ldots, v_{6} \) zero.

For the nonredundant manipulators, the wrist-center degeneracy occurs only when the end-effector is on the workspace boundary. So the unnecessary joint velocities will be removed only in a neighborhood of the boundary. \( \dot{q}^* \) is of no effect when the motion of the end-effector is inside the workspace. For the redundant manipulators, the singularities occur everywhere. \( \dot{q}^* \) will remove the redundant joint velocities but it does not affect the motion of the end-effector.

From the above discussions, we choose \( \rho_i \) as

\[
\rho_i = \begin{cases} 
\frac{1}{\Delta t} \left( 1 - \frac{\sigma_{\text{min}}}{\delta} \right) & \text{for } 0 \leq \sigma_{\text{min}} < \delta \\
0 & \text{for } \sigma_{\text{min}} \geq \delta
\end{cases} 
\]

where \( \sigma_{\text{min}} \) is the smallest singular value or singular parameter of the Jacobian matrix. \( \delta \) denotes the deceleration region. The unnecessary joint velocities will be removed when \( \sigma_{\text{min}} \) is in this region.

To make a comparison between the HDRAC and the DRRAC, we state the optimal problem of the DRRAC\(^6\) as follows:

\[
\min_{\dot{q}} (\|J\dot{q}^* - a^*\|^2 + \rho^2\|\ddot{q}\|^2) 
\]

and its solution is

\[ \dot{q}^* = (J^T + \rho^2 L_0)^{-1} J^T a^* - \rho^2 (J^T + \rho^2 L_0)^{-1} \dot{q} \]  

There is no additional parameter \( \rho_i \) in the second term on the right-hand side of (31). The deceleration region is not adjustable, and is slightly larger than that of the HDRAC. Thus if the target is in the deceleration region, the convergent rate of this control scheme is slower than that of the DARAC when the end-effector moves into this region. By contrast, the HDRAC uses \( \rho_i \) to specify the proper deceleration region.

### 4.2. Stability Analysis

The following theorem shows that the HDRAC is asymptotically stable.

**Theorem 1.** Let the orientation error be \( \varepsilon = f(\theta)u_\theta \), where \( u_\theta \) and \( \theta \) are, respectively, the rotational axis and angle from the current orientation to the desired one, and

\[
f(\theta) = \begin{cases} 
\theta, & \text{for } f(\phi) = \phi, \\
\tan \frac{\theta}{2}, & \text{for } f(\phi) = \tan \frac{\phi}{2}, \\
\sin \theta, & \text{for } f(\phi) = \sin \phi, \\
\sin \frac{\theta}{2}, & \text{for } f(\phi) = \sin \frac{\phi}{2}
\end{cases}
\]

Suppose that \( \rho > 0 \) and \( \rho_i > 0 \) when the manipulator is at the singular point. A sufficient condition for the global asymptotic convergence of the HDRAC in the whole workspace of the robot under the situation of \( \dot{\mathbf{r}}_i = \ddot{\mathbf{r}}_i = 0 \) and \( \mathbf{a}_i = \omega_i = 0 \) is that \( K_p \) is a positive-definite matrix and \( k_p \) and \( k_{pe} \) are positive. The equilibrium is the point of \( \dot{q} = 0 \).

**Proof:** Let the Lyapunov function be

\[
V(q, \dot{q}) = \frac{1}{2} k_p \varepsilon^T \varepsilon + k_{pe} \int_0^\varepsilon f(\phi) d\phi \\
+ \frac{1}{2} \dot{q}^T (J^T + \rho^2 L_0) \dot{q}
\]

where

\[
\varepsilon = r_i - \mathbf{r}
\]

It is clear that \( V(q, \dot{q}) \geq 0 \). Evaluating \( \partial V/\partial t \) along solutions of (32) yields:

\[
\frac{\partial V}{\partial t} = k_p \varepsilon^T (\dot{\mathbf{r}}_i - \dot{\mathbf{r}}) + k_{pe} f(\theta)u_\theta(\omega_i - \omega) \\
+ \dot{q}^T (J^T + \rho^2 L_0) \dot{q} + \dot{q}^T J \dot{q}
\]
If the ideal computed-torque control is used, \( \ddot{\mathbf{q}} = \dot{\mathbf{q}}^* \), then we can substitute (23) into (35) to obtain

\[
\frac{\partial V}{\partial t} = k_p \epsilon_j^T \hat{r}_j + k_v \epsilon^j_T \omega_i + \dot{\mathbf{q}}^T \left[ \frac{\hat{r}_j}{\alpha_j} \right] + \dot{\mathbf{q}}^T \mathbf{K}_d \left( \left[ \frac{\hat{r}_j}{\omega_i} \right] - J\dot{\mathbf{q}} \right) - \mu_i^T \mathbf{q} - \mu_0 \mathbf{q}^T \dot{\mathbf{q}}
\]  

(36)

If \( \hat{r}_i = \hat{r}_j = 0 \) and \( \alpha_j = \omega_i = 0 \), then

\[
\frac{\partial V}{\partial t} = -\dot{\mathbf{q}}^T \mathbf{K}_d J\dot{\mathbf{q}}
\]  

(37)

Since \( \mathbf{K}_d \) is a positive-definite matrix, \( \partial V / \partial t \leq 0 \) for all \( \mathbf{q} \) and \( \partial V / \partial t = 0 \) only for \( \dot{\mathbf{q}} = 0 \).

Combining the above results and \( V(\mathbf{q}, J\dot{\mathbf{q}}) \leq 0 \), we can say, by the Lyapunov theorem, that the control scheme (23) is asymptotically stable and the equilibrium solution is \( \dot{\mathbf{q}} = 0 \).

Consider the DARAC (14) and use the same Lyapunov function in (32) to obtain

\[
\frac{\partial V}{\partial t} = -\dot{\mathbf{q}}^T \mathbf{K}_d J\dot{\mathbf{q}}
\]  

(38)

When the manipulator is at a singular point of \( \alpha_{k+1} = \cdots = \alpha_6 = 0 \) and \( \dot{\mathbf{q}} \) is spanned by \( \epsilon_i \), \( i = k + 1, \ldots, 6 \), then \( \partial V / \partial t = 0 \). This implies that the equilibrium solution of the DARAC may be \( \dot{\mathbf{q}} \neq 0 \) when the manipulator is at the singular point. However, \( \partial V / \partial t \) for the HDRAC has an additional term, \( -\mu_i^T \mathbf{q} - \mu_0 \mathbf{q}^T \dot{\mathbf{q}} \), to ensure that \( \partial V / \partial t \) is zero only when \( \dot{\mathbf{q}} = 0 \), i.e., the equilibrium solution of the HDRAC is \( \dot{\mathbf{q}} = 0 \).

The equilibrium solution \( \dot{\mathbf{q}} = 0 \) implies that all joints are stationary as \( t \to \infty \) and the following facts.

1. If the target position is in the workspace or at the workspace boundary, the Lyapunov function \( V \) will decrease to zero as \( t \to \infty \), i.e., the final position and orientation errors will be zero.
2. If the target position is outside the workspace, \( V \) will decrease to a constant as \( t \to \infty \). This means that the end-effector will converge to a singular point that is on the boundary and the target position lies in a line along the degenerated direction. The position error cannot continue to decrease.

4.3. Degenerated-Direction Damped Least-Squares Method

We briefly review the degenerated-direction damped least-squares method\(^{10}\) (DDDLSM) and extend it to the new control scheme, HDRAC.

A degenerated direction is the direction along which the component of the velocity of the end-effector cannot be generated by the joint velocities when a singular point is encountered. The DDDLSM is to apply the damped least-squares method only to the degenerated directions, so that the accuracy of the components of the velocity of the end-effector along the other directions is retained.\(^10\) A geometrically appealing idea is to transform the representation of the Jacobian matrix to the one with respect to the frame whose axes are in alignment with the degenerated directions of the manipulator.

The only difficulty of the DDDLMS is how to find the degenerated directions of a manipulator. Fortunately, for a manipulator with a spherical wrist, the problem can be decomposed into two parts: the wrist-center degeneration and the orientation degeneration. We take the PUMA 560 robot as an illustrative example; its normal driving-axis coordinate system\(^2\) is shown in Figure 3. Table I shows four steps to find the degenerated-direction inverse velocity relation of the PUMA 560 robot.

It is recommended\(^3\) that the representation of the Jacobian matrix be transformed to a special form in which the linear velocity is with respect to the body-fixed frame,\(^3\) while the angular velocity is with respect to the body-fixed frame.\(^5\) This special form is much simpler and can be seen in Step I of Table I. Note that

\[
\begin{bmatrix}
\epsilon_S \\
\omega_S
\end{bmatrix} = J\dot{\mathbf{q}} = \begin{bmatrix}
\mathbb{R} & 0 \\
0 & \mathbb{R}
\end{bmatrix} J\dot{\mathbf{q}}
\]  

(39)

where \( \mathbb{R} \) is the coordinate transformation matrix from frame \( i \) to frame \( 0 \) (the base frame). Superscript \( (i) \) denotes the representation of a vector with respect to frame \( i \). Step II is to reform the velocity relation in a form whose right upper \( 3 \times 3 \) submatrix is zero. This is easily achieved by elementary row operations. At this moment, we can find out the singular conditions. The product of the determinants of the left-upper and the right-lower \( 3 \times 3 \) submatrices is the determinant of the Jacobian matrix. It is apparent that
the following conditions make the product of the determinants zero:

\[ M = b_3(C_3d_4 + S_3b_4) = 0 \] (40)

\[ N = S_2d_4 + C_2b_4 + C_1b_3 = 0 \] (41)

\[ S_5 = \sin \theta_5 = 0 \] (42)

We shall name \(|M|, |N|, \text{ and } |S_5|\) singularity parameters. They can be used to represent the distance of the current position from the singular point. Frame 5 is a frame comprising the orientation degenerated-direction. According to geometrical analysis, a frame formed by the wrist-center degenerated-directions is one whose \(z\)-axis is in alignment with the \(z\)-axis of frame 3 and whose \(y\)-axis is along the direction from the origin of frame 3 to the wrist center. That means that a frame is obtained by rotating frame 3 about its \(z\)-axis by \(\beta\), where \(\beta = \tan^{-1}(b_4/d_4)\) is the angle between the \(y\)-axis of frame 3 and the line from the origin of frame 3 to the wrist center. We define

\[
\begin{bmatrix}
\cos \beta & -\sin \beta & 0 \\
\sin \beta & \cos \beta & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

which is the transformation matrix from the frame of the wrist-center degenerated-directions to frame

<table>
<thead>
<tr>
<th>Link (Type)</th>
<th>Frame</th>
<th>(\theta)</th>
<th>(\beta)</th>
<th>(\pm b)</th>
<th>(\pm d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (R)</td>
<td>(E_0)</td>
<td>(q_1)</td>
<td>0°</td>
<td>0.</td>
<td>0.</td>
</tr>
<tr>
<td>2 (R)</td>
<td>(E_1)</td>
<td>(q_2)</td>
<td>-90°</td>
<td>0.</td>
<td>(d_2)</td>
</tr>
<tr>
<td>3 (R)</td>
<td>(E_2)</td>
<td>(q_3)</td>
<td>0°</td>
<td>(b_3)</td>
<td>-(d_3)</td>
</tr>
<tr>
<td>4 (R)</td>
<td>(E_3)</td>
<td>(q_4)</td>
<td>90°</td>
<td>0.</td>
<td>(d_4)</td>
</tr>
<tr>
<td>5 (R)</td>
<td>(E_4)</td>
<td>(q_5)</td>
<td>-90°</td>
<td>0.</td>
<td>0.</td>
</tr>
<tr>
<td>6 (R)</td>
<td>(E_5)</td>
<td>(q_6)</td>
<td>90°</td>
<td>0.</td>
<td>0.</td>
</tr>
<tr>
<td></td>
<td>(E_H)</td>
<td></td>
<td>0°</td>
<td>0°</td>
<td>0.</td>
</tr>
</tbody>
</table>

\(d_3 = 0.2435, b_3 = 0.4318, d_3 = 0.0934\)

\(b_4 = 0.0203, d_4 = 0.4331, h_7 = 0.14\)
Table I. Degenerated-direction inverse-velocity relation.

<table>
<thead>
<tr>
<th>Step I:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ J^* = \begin{bmatrix} -C_{23}(d_2 - d_3 + S_4 S_5 h_7) &amp; S_3 h_3 + C_5 h_7 + d_4 &amp; C_5 h_7 + d_4 &amp; -S_4 S_5 h_7 &amp; C_4 C_5 h_7 &amp; 0 \ S_23(d_2 - d_3 + S_4 S_5 h_7) &amp; C_5 b_3 + C_4 S_5 h_7 - b_4 &amp; C_4 S_5 h_7 - b_4 &amp; 0 &amp; S_5 h_7 &amp; 0 \ -S_{23} C_4 C_5 - S_{23} S_5 &amp; S_4 C_5 &amp; S_4 C_5 &amp; -S_5 &amp; 0 &amp; 0 \ S_23 C_4 S_5 - C_{23} C_5 &amp; -S_4 S_5 &amp; -S_4 S_5 &amp; -C_5 &amp; 0 &amp; -1 \ S_{23} S_4 &amp; C_4 &amp; C_4 &amp; 0 &amp; 1 &amp; 0 \end{bmatrix} ]</td>
</tr>
<tr>
<td>[ J^*<em>{31} = C</em>{23}(C_4 S_5 h_7 - b_4) + S_{23}(C_5 h_7 + d_4) + C_2 b_3 ]</td>
</tr>
</tbody>
</table>

Step II:

\[ \dot{\mathbf{\xi}}^{<3>} = [w_1 \ w_2 \ w_3]^T, \ \mathbf{\omega}^{<5>} = [w_4 \ w_5 \ w_6]^T \]

\[
\begin{bmatrix}
\dot{w}_1 \\
\dot{w}_2 \\
\dot{w}_3 \\
\dot{w}_4 \\
\dot{w}_5 \\
\dot{w}_6 \\
\end{bmatrix} =
\begin{bmatrix}
-C_{23}(d_2 - d_3) & d_4 + S_3 b_3 & d_4 & 0 & 0 & 0 \\
S_{23}(d_2 - d_3) & C_5 b_3 - b_4 & -b_4 & 0 & 0 & 0 \\
S_{23} d_4 - C_{23} b_4 + C_2 b_3 & 0 & 0 & 0 & 0 & 0 \\
S_{23} C_4 C_5 - C_{23} S_5 & S_4 C_5 & S_4 C_5 & -S_5 & 0 & 0 \\
S_{23} C_4 S_5 - C_{23} C_5 & -S_4 S_5 & -S_4 S_5 & -C_5 & 0 & -1 \\
S_{23} S_4 & C_4 & C_4 & 0 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\dot{q}_1 \\
\dot{q}_2 \\
\dot{q}_3 \\
\dot{q}_4 \\
\dot{q}_5 \\
\dot{q}_6 \\
\end{bmatrix}
\]

\[ \begin{align*}
w_1 & \equiv w_1 - (S_4 h_7) w_4 - (C_4 C_5 h_7) w_6 \\
w_2 & \equiv w_2 - (S_5 h_7) w_6 \\
w_3 & \equiv w_3 + (C_4 h_7) w_4 - (S_4 C_5 h_7) w_6 \end{align*} \]

Step III:

\[
\begin{bmatrix}
\ddot{w}_1 \\
\ddot{w}_2 \\
\ddot{w}_3 \\
\ddot{w}_4 \\
\ddot{w}_5 \\
\ddot{w}_6 \\
\end{bmatrix} = \sqrt{b_4^2 + d_4^2 (3 M R)} \begin{bmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
w_5 \\
w_6 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\ddot{w}_1 \\
\ddot{w}_2 \\
\ddot{w}_3 \\
\ddot{w}_4 \\
\ddot{w}_5 \\
\ddot{w}_6 \\
\end{bmatrix} =
\begin{bmatrix}
-(d_4 C_{23} + b_4 S_{23})(d_2 - d_3) & b_3(S_3 d_4 - C_3 b_4) + b_4^2 + d_4^2 & 0 & 0 & 0 \\
(d_4 C_{23} - b_4 S_{23})(d_2 - d_3) & b_3(C_3 d_4 - S_3 b_4) & 0 & 0 & 0 & 0 \\
S_{23} d_4 - C_{23} b_4 + C_2 b_3 & 0 & 0 & 0 & 0 & 0 \\
S_{23} C_4 C_5 - C_{23} S_5 & S_4 C_5 & S_4 C_5 & -S_5 & 0 & 0 \\
S_{23} C_4 S_5 - C_{23} C_5 & -S_4 S_5 & -S_4 S_5 & -C_5 & 0 & -1 \\
S_{23} S_4 & C_4 & C_4 & 0 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\ddot{q}_1 \\
\ddot{q}_2 \\
\ddot{q}_3 \\
\ddot{q}_4 \\
\ddot{q}_5 \\
\ddot{q}_6 \\
\end{bmatrix}
\]

\[ \begin{align*}
w_1 & \equiv d_4 \dot{w}_1 - b_4 \dot{w}_2 \\
w_2 & \equiv b_4 \dot{w}_1 + d_4 \dot{w}_2 \\
w_3 & \equiv \dot{w}_3 \\
\end{align*} \]

Step IV:

\[
\begin{align*}
\dot{q}_1 & = \frac{1}{S_4} \dot{w}_3 \\
\dot{q}_2 & = \frac{1}{S_4} \{w_2 - (S_4 S_{23} - b_4 C_{23})(d_2 - d_3) \} \dot{q}_1 \\
\dot{q}_3 & = \frac{1}{S_4} \{w_1 + (d_4 C_{23} + b_4 S_{23})(d_2 - d_3) \} \dot{q}_1 - \{b_3(S_3 d_4 - C_3 b_4) + b_4^2 + d_4^2\} \dot{q}_2 \\
\dot{q}_4 & = \frac{1}{S_4} \{w_4 - (S_{23} C_4 C_5 + C_{23} S_5) \} \dot{q}_1 + S_4 C_5 (\dot{q}_2 + \dot{q}_3) \\
\dot{q}_5 & = w_5 - S_{23} S_4 \dot{q}_1 - C_4 (\dot{q}_2 + \dot{q}_3) \\
\dot{q}_6 & = \{w_6 + (S_{23} C_4 S_5 - C_{23} C_5) \} \dot{q}_1 - S_4 S_5 (\dot{q}_2 + \dot{q}_3) - C_5 \dot{q}_4 \\
\end{align*} \]
3. In Step III, the velocity relation is expressed with respect to these two degenerated frames. Step IV shows a direct way without any matrix inverse to solve the inverse velocity problem.

To apply the HDRAC only to the degenerated directions, (23) is rewritten as

\[ \ddot{q}_i^* = \left( I + \rho \dot{\omega} \mathbf{l}_d \right)^T \left( a^* + \rho \mathbf{v} \right) - \rho \dot{q}_i \]  

(44)

To apply the result in Table I to (44), we replace the vector \( [I_3 \ \omega(0)]^T \) in (39) with

\[ \mathbf{a}^* = \left[ \begin{array}{cc} \mathbf{R} & 0 \\ 0 & \mathbf{R} \end{array} \right] (a^* + \rho \mathbf{v}) \]  

(45)

The joint acceleration commands of the HDRAC are then as

\[ (\ddot{q}_i^*), i = 1, \ldots, 6 \]  

(46)

where \( (\ddot{q}_i^*), \) denotes the \( i \)-th component of vector \( \ddot{q}_i^* \), and

\[ \ddot{q}_i = \frac{N}{N^2 + \rho_{\dot{q}}^2} \ddot{w}_i \]  

(47)

\[ \ddot{q}_i = \frac{M}{M^2 + \rho_{\dot{q}}^2} \left( \ddot{w}_i - \left( d_i S_{25} - b_i C_{25} \right) \left( d_i - d_3 \right) \ddot{\xi}_i \right) \]  

(48)

\[ \ddot{q}_i = \frac{1}{b_i^2 + d_i^2} \left( \ddot{w}_i + \left( d_i S_{25} + b_i C_{25} \right) \left( d_i - d_3 \right) \ddot{\xi}_i \right. \\
\left. - \left( b_i S_{14} - C_{14} b_i + b_i^2 + d_i^2 \right) \ddot{\xi}_i \right) \]  

(49)

\[ \ddot{q}_i = \frac{S_{14}}{S_{14}^2 + \rho_{\dot{q}}^2} \left( -\omega_i - \left( S_{25} C_{14} + C_{25} S_{14} \right) \ddot{\xi}_i \right. \\
\left. + S_{14} \left( \ddot{\xi}_i + \ddot{\xi}_i \right) \right) \]  

(50)

\[ \ddot{q}_i = \frac{S_{14}}{S_{14}^2 + \rho_{\dot{q}}^2} \left( -\omega_i - \left( S_{25} C_{14} + C_{25} S_{14} \right) \ddot{\xi}_i \right. \\
\left. + S_{14} \left( \ddot{\xi}_i + \ddot{\xi}_i \right) \right) \]  

(51)

\[ \ddot{q}_i = \frac{S_{14}}{S_{14}^2 + \rho_{\dot{q}}^2} \left( -\omega_i - \left( S_{25} C_{14} + C_{25} S_{14} \right) \ddot{\xi}_i \right. \\
\left. + S_{14} \left( \ddot{\xi}_i + \ddot{\xi}_i \right) \right) \]  

(52)

in which \( \rho_{\dot{q}}, \rho_M, \) and \( \rho_{\dot{q}} \) are the damping factors, and they vary with the values of \( N, M, \) and \( S_j, \) respectively. We use \( \rho \), as in (29) and replace \( \sigma_{\min} \) in (29) by \( \min(|M|, |N|, |S_j|). \)

### 4.4. Selection of the Damping Factor

In the DARAC and the HDRAC, \( \rho \) is used to damp the joint accelerations when the manipulator is in the neighborhood of the singularity, so that the joint accelerations are feasible for the manipulator. To improve the accuracy of the solution to these two control schemes, some varying damping factors have been adopted. In general, the linear function\(^{2,7,11-16} \) is used in the form of

\[ \rho = \begin{cases} \rho_{\max} \left( 1 - \frac{\sigma}{\varepsilon} \right) & \text{for } 0 \leq \sigma < \varepsilon \\ 0 & \text{for } \sigma \geq \varepsilon \end{cases} \]  

(53)

or the second-order function\(^{6,17} \) is used in the form of

\[ \rho = \begin{cases} \rho_{\max} \left( 1 - \frac{\sigma^2}{\varepsilon} \right) & \text{for } 0 \leq \sigma < \varepsilon \\ 0 & \text{for } \sigma \geq \varepsilon \end{cases} \]  

(54)

where \( \rho_{\max} \) is the maximum value of the damping factor, and is used to bound the norm of \( \ddot{q}_i^* \) when the manipulator is in the neighborhood of the singular point. \( \sigma \) is the smallest singular value, singular parameter, or the manipulability measure. \( \varepsilon \) defines the size of the singular region; outside this region, \( \ddot{q}_i^* \) do not have the error produced by the damping factor, while inside the region a varying damping factor is used to obtain the desired approximate solution.

In this paper, we recommend that the damping factor be a normal-like function\(^8 \), which is

\[ \rho = \rho_{\max} e^{-\frac{\sigma^2}{2\rho_{\max}^2}} \]  

(55)

To compare (55) with other varying damping factors, we consider the solution of the one-dimensional DSLM, which is written as

\[ \ddot{q}_i^* = \frac{\sigma}{\sigma^2 + \rho_{\max}^2} a^* \]  

(56)

We assume \( a^* = 1 \), and specify \( |\ddot{q}_i^*| \leq 25 \). The singular region is defined \( \sigma < 0.1 \), i.e., \( \varepsilon = 0.1 \).

Substituting (55) into (56) yields that the maximum value of the solution \( \ddot{q}_i^* \) is \( 1 / (2\rho_{\max}) \) at \( \sigma = \rho_{\max} \), since all the 1st, 2nd and 3rd derivatives of (56) are zero and the 4th derivatives of (56) are less than zero when \( \sigma = \rho_{\max} \). So, we can decide \( \rho_{\max} \) in (55) is 0.02. At \( \sigma = \varepsilon = 0.1 \), the value of \( \rho \) approaches to zero. However, \( \rho_{\max} \) in (53) and (54) are difficult to find, since we must solve a complex nonlinear equation.

Four damping factors, shown in Figure 4(a), are
Figure 4. (a) Four damping factors, (b) the solutions of $\ddot{q}^*_{\alpha}$, (c) the error function $e_{11}$. 
substituted for (56). The fixed damping factor \( r_1 \) is 0.02. Other damping factors are defined as follows:

\[
\rho_2 = 0.02e^{-1250(\varepsilon - 0.02)^2}
\]

\[
\rho_3 = \begin{cases} 
0.02578 \left( 1 - \frac{\sigma}{0.1} \right) & \text{for } 0 \leq \sigma < 0.1 \\
0 & \text{for } \sigma \geq 0.1
\end{cases}
\]

\[
\rho_4 = \begin{cases} 
0.02041 \sqrt{1 - \left( \frac{\sigma}{0.1} \right)^2} & \text{for } 0 \leq \sigma < 0.1 \\
0 & \text{for } \sigma \geq 0.1
\end{cases}
\]

These damping factors, except \( \rho_1 \), satisfy the conditions: \( |\mathbf{q}_{ea}^\top| \leq 25 \) and \( \varepsilon = 0.1 \). The results are shown in Figure 4(b). The curve of \( \rho_2 \) represents the exact pseudoinverse solution, i.e., \( \rho = 0 \).

A good solution to (56) is close to the pseudoinverse solution and satisfies the maximum \( \mathbf{q}_{ea}^\top \) is 25 and \( \varepsilon = 0.1 \). From Figure 4(b), we know that using \( \rho_2 \) is a much better solution than using the others.

Also, an error function defined by Nakamura and Hanafusa \( ^2 \) is used to make a comparison between these damping factors. This error function is defined as

\[
e_{11} = \mathbf{J}(\mathbf{q}^\top - \mathbf{q}_{ea}^\top)
\]

It denotes the end-effector acceleration error caused by the difference of the pseudoinverse solution \( \mathbf{q}^\top \) and the damped least-squares solution \( \mathbf{q}_{ea} \).

By applying (60) to (56), the error function can be rewritten as

\[
e_{11} = \frac{\rho^2}{\sigma^2 + \rho^2}
\]

The variations of the error \( e_{11} \) for the four damping factors \( (\rho_1, \rho_2, \rho_3, \text{and} \rho_4) \) are shown in Figure 4(c). From this figure, it is clear that the error produced by \( \rho_2 \) is smaller than that produced by the others.

5. SIMULATIONS

Five examples are given in this section. The simulation object is the PUMA 560 robot. The control schemes in the simulations are all applied only to the degenerated directions (see section 4.3). The performance of the HDRAC (46) is compared with that of the DARAC \( ^2 \) in the first three examples. The fourth example presents a comparison of the convergent rates for using the DARAC, the DRRAC, and the HDRAC. The last example shows the effects of the four damping factors on the HDRAC. The input commands of all simulations are step commands. The controller parameters are set as \( K_p = 64 I_p, K_d = 16 I_d, \) and the sampling period is 3 ms.

In the first four examples, the damping factors in (47), (48), and (50) are chosen as

\[
\rho_{4b} = 0.02e^{-1250(|u - 0.02|^2)}
\]

\[
\rho_{4c} = 0.02e^{-1250(|u - 0.02|^2)}
\]

\[
\rho_{5} = 0.01e^{-5000(|u - 0.01|^2)}
\]

i.e., the normal-like functions (55). The second damping factor \( \rho_3 \) of the HDRAC is defined in (29) with \( \delta = 0.02 \).

**Example 1**

The first example illustrates the responses of the manipulator if there is an infeasible region between the desired position and the initial position. The initial position is \((-0.1, 0.2, 0.8)\) and the desired position is \((0.15, -0.15, 0.6)\), while the orientation is ignored. Figure 5 shows the projections of the response trajectories of the end-effector on the x-y plane. The result of the DARAC is in Figure 5(a). The singular circle \( (N = 0) \) in the figure is the boundary of the workspace, the infeasible region is inside it, and the workspace of the manipulator is outside it. When the end-effector touches the circle, it leaps away from the circle immediately. But after it has touched the singular circle three times, the end-effector then reaches the desired position. Figure 5(b) is the simulation result of the HDRAC. In this figure, the trajectory has only a small fluctuation when the end-effector first touches the singular circle; then it moves along the circle until there is no infeasible region between the position of the end-effector and the target.

To support our recommendation to apply the HDRAC only to the degenerated directions (i.e., the DDDLSM version), we repeat example one with the DLSM version of the HDRAC (i.e., all directions are damped). The end-effector trajectories are shown in Figure 6, where the dashed line denotes the result of the DLSM version and the solid line denotes that of the DDDLSM version. From this figure, we know that the response of the DDDLSM version is faster. This result clearly demonstrates the advantage of the DDDLSM version over the DLSM version. The reason
are \((-0.1, 0.2, 0.8)\) and \((-0.05, 0.05, 0.8)\), respectively. The simulation result for the DARAC is shown in Figure 7(a). After the end-effector has touched the singular circle, oscillations occur around the workspace boundary. The result of the HDRAC in Figure 7(b), however, shows that the end-effector moves along the workspace boundary without any oscillations, after the end-effector has touched the circle. Finally, the end-effector converges to a singular point nearest to the target. Figure 7(c) presents the position errors of the two control schemes and indicates that the performance of the HDRAC is more desirable.

**Example 3**

Example 3 illustrates the response of the manipulator in the orientation degeneracy. The initial position and the target are, respectively, \((-0.1, 0.2, 0.94)\) and \((-0.0203, 0.1501, 1.0049)\), and the orientation holds unchanging towards the positive z-axis. At the target, \(q_5\) is zero, i.e., a singular point. The joint displacements of the joints 4, 5, and 6 for the DARAC are shown in Figure 8(a). In this figure, when \(q_5\) is 0, joints 4 and 6 rotate with the same speed but in the opposite directions. The reason is that the DARAC forces \(\dot{q}_4^*\) and \(\dot{q}_6^*\) to zero, but allows \(q_4\) and \(q_6\) to remain nonzero, when \(q_5 = 0\). The result of the HDRAC is shown in Figure 8(b). When \(q_5\) approaches 0, both joints then stop at the same time, which verifies the theory in section 4.2.

**Example 4**

When the target is in the deceleration region (including the singular point), the convergent rate of the DRRAC is slower than those of both the DARAC and the HDRAC. In example 4, we use these three control schemes to move the end-effector from \((-0.1, 0.2, 0.8)\) to the singular point \((0, 0.1501, 0.8)\). The results are shown in Figure 9. It can be seen from this figure that the position errors of the DARAC and the HDRAC converge to zero by 1.2 s, while the DRRAC still has about 2 mm error at 1.2 s.

**Example 5**

Example 5 shows the effects of the damping factors \(r_1\), \(r_2\), \(r_3\), and \(r_4\) [see (57)-(59)] on the HDRAC. The end-effector is asked to move from the singular point \((0, 0.1501, 0.8)\) (this point is a singular point of \(N = 0\)) along the degenerated direction to the point
Figure 6. The trajectories for example 1 (DLSM, dashed; DDDLSM, solid).
Figure 7. The trajectories projected on x-y plane for example 2: (a) with the DARAC, (b) with the HDRAC, (c) the position errors (DARAC, dashed; HDRAC, solid).
We selected a singular point as the initial position because different damping factors have different properties in the neighborhood of the singular point. Theoretically, the end-effector cannot move along the degenerated direction when it is at the singular point. However, the end-effector is not precisely at the singular point since the computations of the controller have very small numerical errors. Thus, in the simulation, the end-effector can leave the singular point along the degenerated direction, but there is a time delay in the movement from the time at which the controller accepts the command. This time delay occurs because the projection of the joint accelerations on the degenerated direction is so small that the end-effector leaves the singular point slowly. The results in Figure 10 shows the superiority of the normal-like damping factor $\rho_2$ to the other damping factors. These phenomena can be explained by Figure 4(b), which shows that $\rho_2$ has the largest joint accelerations in the neighborhood of the singular point to render the end-effector to move more quickly.
6. CONCLUSIONS

In this paper, we have proposed a hybrid-damped resolved-acceleration control (HDRAC) to overcome the drawbacks of damped-acceleration resolved-acceleration control (DARAC) and damped-rate resolved-acceleration control (DRRAC). We have shown that, if the DARAC is used, oscillations of the end-effector will occur when the target is outside the workspace and self-motion of the manipulator will appear when the manipulator is at the orientation degeneracy. These phenomena are due to some unnecessary nonzero joint velocities along the degenerated directions. The proposed control scheme removes these unnecessary joint velocities, so that the undesirable phenomena are totally eliminated. The main advantage of the HDRAC is that the control system need not plan the path to avoid the infeasible region, since the controller will automatically command the end-effector to move along the boundary of the workspace with a minimum trajectory error.

The convergent rate of the DRRAC is slower when the end-effector moves to a neighboring region of a singular point, and this region is slightly large.

---

**Figure 9.** The position errors of the DARAC, the DRRAC, and the HDRAC for example 4.

**Figure 10.** The position errors of \( r_1, r_2, r_3, \) and \( r_4 \) for example 5.
The HDRAC, on the other hand, uses a factor, \( \rho_r \), to reduce the enlarged region to its proper size yet maintain keeping the rate that is similar to that of the DARAC.

This paper has also proven that the proposed control scheme is asymptotically stable. Some simulations are undertaken on the PUMA 560 manipulator. These simulation results show that HDRAC makes the resolved-acceleration control scheme more practical for the industrial manipulator.

In theory, although the end-effector cannot move along the degenerated direction towards the workspace when the manipulator is at the singular point exactly with the DARAC, the DRRAC, or the HDRAC, in practice, it can leave the singular point due to the very small numerical error of the controller computation. But a time delay in this case is unavoidable. Reducing such a time delay will undoubtedly be an interesting subject for future research work.
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