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Abstract

Current demand for wireless data services is growing exponentially. The wireless channel brings an unnumbered of limitations and constraints and has proved to be very expensive in some scenarios where spectrum licences can worth billions of dollars. Therefore, telecom providers around the globe are pushing the research community to come out with new technologies that can have a more efficient use of that appreciated resource. This work goes in that direction of how to affront the dilemma of achieving higher capacity systems without affecting the reliability of the link.

First, we investigate a space-time code called stacked cyclic delay diversity (SCDD). Analysis of the different selection of parameters and construction of the space-time code is realized in a MIMO-OFDM channel. We discuss the diversity-multiplexing tradeoff analysis of the code and compare it with other schemes. Design and development of the MMSE linear receiver to separate the different streams is presented and performance results show that SCDD can be a promising technology. We investigate antenna configurations of 4Tx-2Rx and 4Tx-4Tx in a flat-fading channel and frequency-selective channel. The scheme shows that diversity gains can be doubled in a flat-fading channel when applying cyclic delay on the different antennas. In frequency-selective channels, gains are lower because the channel already provides some frequency-diversity to the system.

Second, we develop a new scheme called stacked hybrid cyclic delay diversity (SHCDD). The purpose of this scheme is to close the gap even further between capacity and reliability in a system compared with SCDD. SHCDD can achieve non-integer rates, condition that it is not possible with SCDD. Parameter selection shows to follow similar rules than SCDD due to its similar structures. Comparison with the more widely known scheme, double space-time transmit diversity (DSTTD), is realized and shows that SHCDD can outperform DSTTD even in higher rates condition.
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CHAPTER 1

Introduction

Although 3G technologies deliver significantly higher bit rates than 2G technologies, there is still a great opportunity for telecom providers to capitalize on the always increasing demand for wireless broadband and take advantage of the technology innovation that improves when deploying more mobile broadband networks. Consequently, there is an expanding opportunity from a growing group of young consumers and business professionals who are demanding the same experience and applications that they enjoy on a fixed wireline connection. There are already solutions on the way as LTE, (3GPP Long Term Evolution) and next-generation Wimax 802.16m. This new networks will enable mobile migrations of Internet applications such as Voice over IP (VoIP), video streaming, music downloading, mobile TV and many others.

The LTE 3GPP group is currently working very active to get the latest specification out, revision 8, telecom companies are starting soon to roll out their plans in order to implement these technologies.

Many universities around the world are investing vast amount of resources in research and development to keep bringing more innovation to wireless technologies. One area that has been very active is space-time codes; after breakthrough
paper explaining the Alamouti code [1], many other new codes have been investigated ([2], [3]). New space-time codes have surged as well, most notably, Cyclic shift delay diversity (CDD). CDD has been shown to provide great performance in a multiple-input and multiple-output (MIMO) channel [4]. CDD takes advantage of multiple antennas and orthogonal frequency-division multiplexing (OFDM) to add more frequency-selectivity in a channel perceived at the receiver. With proper coding through the OFDM symbol, the frequency-diversity added can be picked up by the coder.

What most of space-time codes have in common, including orthogonal space-time codes and CDD, is that they try to maximize the diversity gain of a system, using all available degrees of freedom in the MIMO channel for this purpose. Diversity gain will provide more reliability in the transmission due to, multiple copies of the same signal experienced different fading channels. But reliability is not the whole story in a wireless channel; capacity and spectrum efficiency are considered of great importance for new hungry demand wireless services. Antenna resources in a MIMO system are expensive and their use should be preferred to increase capacity, without affecting reliability in a considerable way. Most common schemes seen in literature, STBC (orthogonal and quasi-orthogonal space-time codes) and VBLAST, are not optimal in the sense that they are used for diversity gain or multiplexing gain but not both. Therefore, achieving capacity but keeping reliability is an interesting ongoing topic where there is recently significant amount of attention for how to achieve an optimal tradeoff between diversity and spatial multiplexing in MIMO systems. A very detail study of the diversity-multiplexing tradeoff is shown in [5].

In this thesis, we focus on evaluating the performance of different schemes using Stacked CDD for achieving an optimal tradeoff between diversity and multiplexing gains.
1.1 Problems and Solutions

1.1.1 Analysis of Stacked Cyclic Delay Diversity Schemes (SCDD)

We analyze the performance of stacked cyclic delay diversity schemes in an OFDM system. CDD has been started to be implemented in different wireless standards like LTE [6], because it can introduce diversity gain in a system and it has a low implementation cost. We introduce SCDD as a relatively new scheme and proved that it can be considered as a promising technology for future wireless networks due to its ambition of providing higher capacity for a MIMO link. We show that different parameter settings can affect the performance of the system and they need to be selected carefully. The simulation results are analyzed for antenna configurations of 4 transmission antennas and, 2 and 4 receiver antennas, possible configurations in current wireless standards.

To our knowledge, a performance analysis of SCDD and parameter selection are still lacking in the literature.

1.1.2 Stacked Hybrid Cyclic Delay Diversity Scheme (SHCDD)

We introduce a new scheme called stacked hybrid cyclic delay diversity scheme (SHCDD). This scheme tries to close the gap between diversity and multiplexing gains offered by SCDD. We explain how to construct this new space-time code and how the different parameter selections should be calculated. We show that SCDD can only achieve integer rates, i.e. 2, 3, 4, etc. Instead SHCDD proved to be a very flexible space-time code where the rate of the code is highly selectable according to the requirements of
the system. Non-integer rates are possible with SHCDD. We verify through simulations under our different assumptions. To our knowledge, the SHCDD scheme has not been proposed in the literature.

1.2 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 gives the background about cyclic shift delay diversity (CDD) as a new emerging space-time code that it is included in the LTE standard. We also introduce double space-time transmit diversity (DSTTD) as a recent space-time code that explores diversity and multiplexing gains over the MIMO channel. In Chapter 4, we show the performance and benefits of SCDD and analyze its different parameter configurations. In Chapter 5 we introduce a new space-time code named SHCDD, as an opportunity to explore further the capacity available in the channel. Chapter 6 presents the conclusions and suggestions for future works.
CHAPTER 2

Background and System Model

In this chapter, we will give an overview about cyclic delay diversity (CDD) schemes and double space-time transmit diversity (DSTTD) scheme in MIMO-OFDM systems. Last section, presents the system model used in the thesis.

2.1 Cyclic Delay Diversity in OFDM

CDD surges as a new space-time code, which is simple and has low implementation cost. Main goal of CDD is to introduce more frequency diversity in a channel and with the help of a forward error correction (FEC) coder, this diversity can be picked up. OFDM itself lacks of frequency-diversity due to that OFDM modulation can be seen as transforming a wideband system into $N_s$ narrowband parallel single carriers systems where $N_s$ is the number of subcarriers in an OFDM symbol. Therefore using a FEC coder is the only option to gain back the frequency-diversity available in a wideband channel.

One of the first methods proposed to use spatial diversity was delay diversity [7]. This method transmits without delayed over the first antenna, while over the
second or each additional antenna the signal is transmitted with an specific delay. However, the main disadvantage of this scheme is that delay diversity will cause inter-symbol interference, if the delay is too large. Therefore, in OFDM, the maximum delay is limited by the length of the guard interval and the memory of the channel.

To overcome this problem, CDD was initially proposed in [8], [9] and [10]. Instead of delaying the signal in second or each other antenna, the signal is cyclically shifted avoiding inter-symbol interference and any cyclic shift value can be chosen. Great advantages of CDD are receiver does not need additional complexity and can be implemented in current standards, and CDD can scale with the number of antennas without any rate loss, as it is different for other space-time codes. For example, CDD can be used with 3 transmission antennas and keep the rate of 1, instead, other orthogonal space-time codes are not easily adapted for 3 antennas and also incurs in loss of the rate.

In Fig. 2.1 we illustrate the difference between delay diversity and CDD. The transmitted signal from antenna 1 is not delayed while the signal on antenna 2 is delayed one position for delay diversity method and cyclically shifted one position for CDD. In CDD, the cyclic prefix is added after the cyclically shifted operation is done, instead in delay diversity, the cyclic prefix is added before the delayed operation.
When we shift the OFDM signal cyclically, they are added at the receiver linearly inserting virtual echoes on the channel response or similar creating multi-paths at the receiver, thus higher frequency diversity can be achieved when exploited by any coded OFDM system. Fig. 2.2 represents how the channel is affected with CDD. In a flat fading channel, the frequency response of the channel is constant through all the subcarriers of the OFDM symbol. If we use a FEC coder across the subcarriers in the flat fading channel, the diversity gain is only 1, in other words, the FEC coder fails completely because when all subcarriers in the OFDM are in deep fade it becomes a burst error, it is well known that FEC coders cannot correct errors in burst error conditions. When applying a CDD with delay values of 4 or 20, the effective channel response seen at the receiver is not constant anymore becoming a frequency-selective channel, if the delay value is larger, more frequency selectivity is introduced in the channel as we observe in Fig. 2.2. The resultant channel still has the same BER results before coding as a flat fading channel but CDD change the distribution of the errors around the subcarriers and burst errors are not generated anymore. This is when it comes the benefits of using a FEC coder across subcarriers, consecutive subcarriers are not in deep fade anymore and FEC coding is able to obtain diversity gain in these conditions.

Fig. 2.3 shows a block diagram of CDD. At receiver a maximum ratio combiner is used to combine the received signals from different antennas. It is interesting to note that only one IFFT operation is required at the transmission side making it very simple and cost-effective. Fig. 2.4 shows simulation results for CDD in a MISO system with 2 TX antennas and 1 RX antenna. It clearly shows that from 4 cases, only one case where CDD and FEC coder is applied at the same time is able to gain diversity gain of around 2. Other cases failed completely in a flat fading channel of obtaining some diversity gain. This results is in accordance with the discussion exposed in previous paragraph.
Fig. 2.2: Frequency diversity and CDD

Fig. 2.3: Block diagram of CDD
Fig. 2.4: CDD - Simulation Results
CDD still needs more attention from the research community because it has great potential for future wireless technologies, for instance, it is suggested that when CDD is implemented in the downlink channel it can help improve the performance in the uplink [11]. This is due to CDD which creates virtual antennas or beamforming but the subscriber substation (SS) does not need to know that CDD has been applied, SS can use an antenna selection criterion shown in the paper that maximizes the uplink signal-to-noise ratio perceived at the base station.

2.2 Double Space Time Transmit Diversity (DSTTD)

So far, most of the space-time codes try to improve the diversity gain of a system without trying to increase the capacity of it. With the emerging of new hungry data services over the wireless channel, it is imperative to try to find new schemes that can give better use of the spectrum. DSTTD surges as a competent option to improve the capacity of the system. Most relevant works about DSTTD are in [12], [13] and [14].

DSTTD achieves increased of the capacity, by combining space-time code and spatial multiplexing. It divides the total number of transmit antennas in groups of 2 and each group applies a space-time code, mostly Alamouti space-time code, in parallel. At the receiver side, it is required to detect each group using a group receiver, after this, each group detected is processed as if it was a pure space-time code. The group receiver is able to suppress the inter-block interference and keep the structure of each space-time block. It is called double space time transmit diversity because it is mostly associated when using 4 antennas at the transmission side, therefore only two space-time code groups are used. Fig. 2.5 illustrates a block diagram of DSTTD for an antenna configuration of 4Tx-4Rx. DSTTD is a rate 2 space-time code.
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Fig. 2.5: Block diagram of DSTTD

Fig. 2.6: DSTTD simulation with MMSE-SIC group receiver
We evaluate the performance of DSTTD in a MIMO-OFDM system using a minimum-mean-square-error algorithm with successive interference cancellation (MMSE-SIC) group receiver. A MMSE-SIC group receiver filters the first group sent from the transmission side, detects the first group and subtracts its estimate from the received signal. The simulation results in Fig. 2.6 shows that the diversity gain obtained by the system is around 3. This results agree with similar results obtained in [12]. We use DSTTD extensively during this thesis as a comparison point for our results.

2.3 System Model

In this section, we introduce the system model that will be used through the rest of the thesis.

2.3.1 MIMO System Model

We considered a space-time coded single-user system with $M$ transmit antennas and $N$ receive antennas. The channel impulse response from transmit antenna $m$ to receive antenna $n$ is given by the $[1 \times N_s]$ vector

$$h_{nm} = [h_{nm}(0), h_{nm}(1), \ldots, h_{nm}(D), 0, \ldots, 0], \quad (2.1)$$

where $D$ is the memory of the channel and $N_s$ is the number of subcarriers of the OFDM symbol, i.e., FFT size of the OFDM modulator.

It is easier to deal with the frequency domain representation of the MIMO channel. This is given by

$$H_{nm} = [H_{nm}(0), H_{nm}(1), \ldots, H_{nm}(N_s - 1)], \quad (2.2)$$

obtained from the FFT of the channel impulse response from transmit antenna $m$ to receive antenna $n$ of equation (2.1). Note than when $D=0$, the channel becomes a flat fading channel without multipaths and all components of vector $H_{nm}$ are equal.
In Fig. 2.7, we can observe a graphical representation of the MIMO channel.

It is common to represent the MIMO-OFDM channel in matrix form for each subcarrier. Grouping all channel coefficients from equation (2.2), we obtain the MIMO channel matrix for subcarrier $k$th

$$
\mathbf{H}(k) = \begin{bmatrix}
H_{11}(k) & H_{12}(k) & \cdots & H_{1M}(k) \\
H_{21}(k) & H_{22}(k) & \cdots & H_{2M}(k) \\
\vdots & \vdots & \ddots & \vdots \\
H_{N1}(k) & H_{N2}(k) & \cdots & H_{NM}(k)
\end{bmatrix},
$$

(2.3)

where $k = 0, \ldots, N_s - 1$. We can observe from this representation that a MIMO-OFDM system can be seen as $N_s$ parallel single-carrier MIMO channels.

Final representation of the received signal for subcarrier $k$th is given by

$$
y(k) = \sqrt{\frac{1}{M}} \mathbf{H}(k) \mathbf{s}(k) + \mathbf{w}(k),
$$

(2.4)

where $y(k)$ is the received vector of size $[N \times 1]$, $\mathbf{s}(k)$ is the transmit vector of size $[M \times 1]$, $\mathbf{w}(k)$ is the additive white Gaussian noise (AWGN) vector $[N \times 1]$ with $W \sim \mathcal{CN}(\mathbf{0}, N_o \mathbf{I})$ and $\mathbf{H}(k)$ is the MIMO channel model $[N \times M]$ for subcarrier $k$th.
Notice that the MIMO signal model in equation (2.4) is the frequency domain representation of the received signal, i.e., after removal of the cyclic prefix and FFT operation of the time domain received signal. For equation (2.4) to be valid the length of cyclic prefix for the OFDM symbol should be larger than the channel memory,

\[ CP_{\text{length}} > D. \]
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Analysis of Stacked Cyclic Delay Diversity Schemes (SCDD)

In this chapter, we evaluate the performance of SCDD in a MIMO-OFDM system. The SCDD was first proposed in [15] where its diversity-multiplexing tradeoff was derived. To our knowledge, there are no other works in the literature evaluating the performance of SCDD, then, there is a big opportunity to explore more about this topic.

As we have discussed before, all transmit diversity schemes use all available degrees of freedom to obtain diversity. There is need for schemes that can explore diversity gain and multiplexing gain at the same time. DSTTD was one of the first schemes proposed to tackle this problem. DSTTD groups every two antennas and combined them as a STBC block. At the other end a linear receiver (ZF or MMSE) is used to separate both streams.

SCDD surges as a new possibility to affront this diversity-multiplexing tradeoff dilemma. Similar to DSTTD, SCDD groups several antennas and a CDD is applied on them, several CDD groups are stacked on top of each other and finally form the
stacked cyclic delay diversity scheme. Because transmit antennas are grouped, SCDD can be regarded as a kind of spatial-multiplexing system like V-BLAST. Therefore the same detection schemes used for V-BLAST or DSTTD can be adapted to SCDD. The two most common linear receivers used are zero-forcing (ZF) and minimum mean square error (MMSE). In this thesis we concentrate mostly on MMSE, but analysis of other receivers systems can be done in a straightforward manner.

3.1 Stacked Cyclic Delay Space-Time Code

For the stacked cyclic delay scheme we divide the total number of transmit antennas, $M$, into $G$ groups. Each group is equipped with $n_t$ transmit antennas, where $M = Gn_t$. Then, for each group a CDD is applied, having several CDD schemes stacked on top of each other.

The SCDD scheme can be seen as a space-time code. A length-$N_s$ space-time code can be represented as an $[M \times N_s]$ matrix $C$,

$$
C = \begin{bmatrix}
    s_1(0) & s_1(1) & \cdots & s_1(N_s-1) \\
    s_2(0) & s_2(1) & \cdots & s_2(N_s-1) \\
    \vdots & \vdots & \ddots & \vdots \\
    s_M(0) & s_M(1) & \cdots & s_M(N_s-1)
\end{bmatrix},
$$

(3.1)

where $s_m(k)$ is the code symbol assigned to the $m$th antenna at subcarrier $k$.

To establish the relationship with equation (2.4), the matrix $C$ is constructed as

$$
C = [s(0), s(1), \ldots, s(N_s-1)],
$$

(3.2)

where $s(k)$ is given by

$$
s(k) = [s_1(k), s_2(k), \ldots, s_M(k)]^T.
$$

(3.3)
In other words the columns of matrix \( C \) corresponds to the transmit vector in equation (2.4).

A FEC coder is used in CDD to achieve the frequency diversity gain. The output of the FEC coder is composed by symbols \([x_0, x_1, \ldots, x_{L-1}]\) where \( L \) is the number of elements to be mapped to the space-time code. For an easier representation, we split them in several vectors given by

\[
\mathbf{x}_w = [x_{wL/G - L/G}, x_{wL/G - L/G + 1}, \ldots, x_{wL/G - 1}],
\]

where \( w = 1, \ldots, G \) and \( \mathbf{x}_w \) indicates a vector for each CDD group \( w \). It can be seen that the number of output elements from the FEC coder is \( L = GN_s \).

As a final step, the mapping of vectors \( \mathbf{x}_w \) to matrix \( C \) according to system parameters \( N, G, n_t \) and \( N_s \), is realized in the following way

\[
C = \begin{bmatrix}
\mathbf{x}_1(0) & \cdots & \mathbf{x}_1(N_s - 1) \\
\vdots & \ddots & \vdots \\
\mathbf{x}_1(N_s - \delta_{n_t}) & \cdots & \mathbf{x}_1(N_s - \delta_{n_t} - 1) \\
\mathbf{x}_2(0) & \cdots & \mathbf{x}_2(N_s - 1) \\
\vdots & \ddots & \vdots \\
\mathbf{x}_G(N_s - \delta_M) & \cdots & \mathbf{x}_G(N_s - \delta_M - 1)
\end{bmatrix}.
\]

The cyclic delay value applied to each antenna is represented as \( \delta_m, m = 1, \ldots, M \).

The purpose of matrix (3.5) is to have a generalized form to represent the stack cyclic diversity scheme. This representation can be helpful to analyze the performance from a space-time code point of view.

It is necessary to determine the rate of the space-time code, the rate will determine how many streams are sent at the same time. For SCDD is easily to observe that the rate is equal to \( G \), i.e., the number of CDD groups in the scheme. The rate of the space-time code equals to the maximum spatial-multiplexing gain.
Another way to calculate the rate of the space-time code for SCDD is using \( L = GN_s \) and considering an OFDM symbol as \( N_s \) time slots, then, we have \( L \) code symbols to transmit in \( N_s \) time slots,

\[
Rate_{SCDD} = \frac{L}{N_s} = \frac{GN_s}{N_s} = G. \tag{3.6}
\]

Let us examine how matrix \( C \) and transmit vector \( s(k) \) are formed with system parameters \( M = 4, N = 4, N_s = 128, G = 2 \) and \( n_t = 2 \). The output of the FEC coder has \( L=256 \) symbols \( [x_0, x_1, \ldots, x_{255}] \) and the cyclic delays corresponding to each antenna are \( \delta_1 = 0, \delta_2 = 1, \delta_3 = 0, \delta_4 = 1 \), then

\[
x_1 = [x_0, x_1, \ldots, x_{127}], \tag{3.7}
\]

\[
x_2 = [x_{128}, x_{129}, \ldots, x_{255}], \tag{3.8}
\]

and matrix \( C \) of size \( [4 \times 256] \) is formed according to (3.5)

\[
C = \begin{bmatrix}
x_1(0) & x_1(1) & x_1(2) & \cdots & x_1(127) \\
x_1(127) & x_1(0) & x_1(1) & \cdots & x_1(126) \\
x_2(0) & x_2(1) & x_2(2) & \cdots & x_2(127) \\
x_2(127) & x_2(0) & x_2(1) & \cdots & x_2(126)
\end{bmatrix}. \tag{3.9}
\]

To form the transmit vector we just need to get each column of matrix \( C \) and form the vector \( s(k) \) as (3.2) and (3.3), for example,

\[
s(0) = [x_1(0), x_1(127), x_2(0), x_2(127)]^T, \tag{3.10}
\]

is the first column of (3.9).

In Fig. 3.1, a block diagram of the whole SCDD scheme is shown. This is a 4x4 MIMO-OFDM system and \( m = 0, \ldots, 63 \) is the input to the system, then a convolutional coder with \( R = 1/2 \) generates \( X_0, \ldots, X_{255} \) which is split in two streams,
one stream for each CDD group. Next, the mapping to subcarriers is realized where SCx is subcarrier x of the OFDM symbol. The IFFT operation is realized to each stream and a cyclic shift delay is applied to the time-domain signal according to values δ_m. Note that only two IFFT operations are required in this case instead of 4, the number of transmit antennas. A linear MMSE receiver is applied at the receiver to estimate the values of each stream, both streams are concatenated to form the input to the convolutional decoder that will finally estimate the initial input to the system m0, m1, ..., m63.

### 3.2 Decoding SCDD - MMSE Receiver

Detection of SCDD can be realized in a similar fashion as V-BLAST or DSTTD, due that several antennas are grouped and the whole system can be considered as a spatial-multiplexing system. Zero forcing (ZF) or minimum mean square error (MMSE) receivers are most commonly used. We focus on MMSE in this thesis only.

To proceed, we need to adjust the system model and use the concept of equivalent channel. Equivalent channel or also named effective channel, was considered first in [16] and [17]. With the equivalent channel representation we incorporate the actual channel and the space-time code SCDD in one matrix \( \hat{H} \), then the MMSE receiver is applied to the equivalent channel.

For the new channel model we include the matrix for the cyclic delays. The representation is in the frequency-domain and is given by

\[
y(k) = \sqrt{\frac{1}{M}} H(k) D(k) u(k) + w(k),
\]

and \( H(k) \) is represented with the same structure as (2.3).

The transmit vector \( u(k) \) is formed stacking several symbols from the vector
Fig. 3.1: Block Diagram of SCDD
\[ \mathbf{u}(k) = \left[ \mathbf{x}_1(k), \ldots, \mathbf{x}_1(k), \ldots, \mathbf{x}_G(k), \ldots, \mathbf{x}_G(k) \right]^T. \]  

(3.12)

The cyclic delay is determined by the diagonal matrix,

\[
\mathbf{D}(k) = \begin{bmatrix}
e^{-2\pi j k \delta_1 / N_s} & 0 & \cdots & 0 \\
0 & e^{-2\pi j k \delta_2 / N_s} & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & e^{-2\pi j k \delta_M / N_s}
\end{bmatrix}.
\]

(3.13)

Combining matrix \( \mathbf{H}(k) \) and \( \mathbf{D}(k) \), we obtained

\[
\mathbf{y}(k) = \sqrt{\frac{1}{M}} \left[ \begin{array}{c}
H_{11}(k)e^{-2\pi j k \delta_1 / N_s} & \cdots & H_{1M}(k)e^{-2\pi j k \delta_M / N_s} \\
H_{21}(k)e^{-2\pi j k \delta_1 / N_s} & \cdots & H_{2M}(k)e^{-2\pi j k \delta_M / N_s} \\
\vdots & \ddots & \vdots \\
H_{N1}(k)e^{-2\pi j k \delta_1 / N_s} & \cdots & H_{NM}(k)e^{-2\pi j k \delta_M / N_s}
\end{array} \right] \mathbf{u}(k) + \mathbf{w}(k). \]

(3.14)

To have a better picture of the derivation, we can evaluate the receiver at antenna 1,

\[
y_1(k) = \mathbf{x}_1(k)\left[ H_{11}(k)e^{-2\pi j k \delta_1 / N_s} + \cdots + H_{1n_t}(k)e^{-2\pi j k \delta_{n_t} / N_s} \right] + \ldots + \mathbf{x}_G(k)\left[ H_{1,(G-1)(n_t+1)}(k)e^{-2\pi j k \delta_{(G-1)(n_t+1)} / N_s} + \cdots + H_{1M}(k)e^{-2\pi j k \delta_M / N_s} \right] + \mathbf{w}_1(k),
\]

(3.15)

and combine the sums of all channels for each CDD group as

\[
y_1(k) = \mathbf{x}_1(k)\left[ \sum_{p=1}^{n_t} H_{1p}(k)e^{-2\pi j k \delta_p / N_s} \right] + \ldots + \mathbf{x}_G(k)\left[ \sum_{p=(G-1)(n_t+1)}^{M} H_{1p}(k)e^{-2\pi j k \delta_p / N_s} \right] + \mathbf{w}_1(k),
\]

(3.16)
and similarly we can form the received signal to each receiver antenna.

The matrix $\hat{H}(k)$ can be formed using the equivalent channel seen at each receive antenna. $\hat{H}(k)$, a matrix of size $[N \times G]$, is given by

$$\hat{H}(k) = \begin{bmatrix}
\sum_{p=1}^{n_t} H_{1p}(k)e^{-2\pi j k \delta_p/N_s} & \cdots & \sum_{p=(G-1)(n_t+1)}^{M} H_{1p}(k)e^{-2\pi j k \delta_p/N_s} \\
\sum_{p=1}^{n_t} H_{2p}(k)e^{-2\pi j k \delta_p/N_s} & \cdots & \sum_{p=(G-1)(n_t+1)}^{M} H_{2p}(k)e^{-2\pi j k \delta_p/N_s} \\
\vdots & \ddots & \vdots \\
\sum_{p=1}^{n_t} H_{Np}(k)e^{-2\pi j k \delta_p/N_s} & \cdots & \sum_{p=(G-1)(n_t+1)}^{M} H_{Np}(k)e^{-2\pi j k \delta_p/N_s}
\end{bmatrix}.$$ \hspace{1cm} (3.17)

Each column of matrix $\hat{H}(k)$ corresponds to the equivalent channel produced by each CDD group.

At last, the new channel model is obtained

$$y(k) = \sqrt{1/M} \hat{H}(k) \begin{bmatrix} x_1(k) \\ x_2(k) \\ \vdots \\ x_G(k) \end{bmatrix} + w(k),$$ \hspace{1cm} (3.18)

where $x_1(k), \ldots, x_G(k)$ are the symbols transmitted for each stream. This new channel model allows us to decode each stream using a linear MMSE receiver.

The MMSE filter is

$$W_{MMSE}(k) = (\hat{H}(k)^H \hat{H}(k) + \sigma_n^2 I_N)^{-1} \hat{H}(k)^H,$$ \hspace{1cm} (3.19)

and applied to received signal

$$\begin{bmatrix} \hat{x}_1(k) \\ \hat{x}_2(k) \\ \vdots \\ \hat{x}_G(k) \end{bmatrix} = W_{MMSE}(k)y(k),$$ \hspace{1cm} (3.20)

we obtain the estimate symbols for each stream transmitted from each CDD group.
3.3 Diversity-Multiplexing Tradeoff of SCDD

Analysis of diversity-multiplexing tradeoff of SCDD scheme was realized in [15] and it is given by the formula

\[ d_{SCDD}(r) = n_t(N - r)(G - r), \]  \hspace{1cm} (3.21)

where \( r = 0, \ldots, G \), \( G \) is the number of stacked CDDs, \( n_t \) number of antennas used for one group of CDD and \( N \) number of received antennas. According to equation (3.21), full diversity of the channel is achieved when \( r = 0 \), i.e., \( d(0) = MN \). Also the maximum spatial multiplexing gain is exactly the number of stacked CDDs, i.e. \( d(G) = 0 \).

The analysis in [15] was realized with some constraints focusing on delay optimal codes, i.e., \( n_t = N, \) [18] and the interference between stacked CDD groups is not consider. This scenario is too idealistic giving a result not achievable in a real-case scenario. From (3.21), it is possible to obtain the full diversity of the channel using SCDD considering that there is no interference between the groups. This is not possible using ZF or MMSE linear receivers and some interference will always be present after decoding each of the streams. The maximum spatial multiplexing gain achievable with SCDD is \( G \) and it does correspond to the value obtained in [15]. In other words, It is not possible to achieve the maximum diversity gain in a real scenario that formula (3.21) claims.

The results of [15] can be compared with the performance of DSTTD for the same number of antennas. Let us consider a SCDD with parameters \( M = N = 4, G = 2 \) and \( n_t = 2 \), which is a very similar structure to DSTTD but instead of using an Alamouti space-time code, a CDD is used between two antennas. Now, we can compare their diversity-multiplexing tradeoff curves depicted in Fig. 3.2, where the tradeoff for SCDD is obtained from equation (3.21).
Fig. 3.2: Diversity-Multiplexing tradeoff for SCDD and DSTTD.

In Fig. 3.2, SCDD outperforms DSTTD in terms of diversity for a really large value. This large value makes suspect that the curve depicted for SCDD is not realistic as we mentioned before. It would be interesting to obtain a more real formulation for the diversity-multiplexing tradeoff for SCDD and it can be considered for further study.

3.4 Antenna Delay Values Selection for SCDD and FEC Encoder

The selection of the delay values for each antenna of SCDD are a critical factor for its performance and a wrong selection would make the scheme to fail completely. Other works have already studied the delay values for CDD, [8], [19] and [20]. There are no
studies for the delay selection in SCDD, even though, it is possible to assume that the choices used for CDD can be also used for SCDD, we realize an analysis for SCDD in this section.

The FEC encoder is required to gain the frequency diversity added by SCDD, through this thesis we use a convolutional encoder as the FEC encoder. Convolutional encoders are very effective for overcoming fading channels ([21], [22]). In [21] it is suggested that for block fading channels is required to use interleaving and the depth of the interleaving should be higher than the coherence time of the channel, then, consecutive bits from the output of the convolutional encoder experiment independent fading channels. Therefore, for SCDD, the best arrangement possible is to find the set of cyclic delay values that generates uncorrelated fading channels between adjacent subcarriers. It is required between adjacent subcarriers because the output stream of the convolutional encoder is mapped directly to consecutive subcarriers like is shown in Fig. 3.1.

For easier illustration, we select as system parameters \( M = 4, N = 4, N_s = 128, G = 2 \) and \( m = 2 \) for SCDD. We can calculate the received signal in antenna 1 using equation (3.15) as,

\[
y_1(k) = x_1(k)H_{11}(k)e^{-2\pi j k \delta_1/N_s} + H_{11}(k)e^{-2\pi j k \delta_2/N_s} + x_2(k)H_{13}(k)e^{-2\pi j k \delta_3/N_s} + H_{13}(k)e^{-2\pi j k \delta_4/N_s} + w_1(k),
\]

and can be reduced using matrix \( \hat{H}(k) \) as,

\[
y_1(k) = x_1(k)\hat{H}_{11}(k) + x_1(k)\hat{H}_{12}(k) + w_1(k). \tag{3.23}
\]

The elements \( x_1(k) \) and \( x_1(k+1) \) are consecutive and mapped to adjacent subcarriers, the same for \( x_2(k) \) and \( x_2(k+1) \). We want their effective channels \( \hat{H}_{11}(k) \), \( \hat{H}_{11}(k+1) \) and \( \hat{H}_{12}(k) \), \( \hat{H}_{12}(k+1) \) to be uncorrelated. At this point it is
safe to assume that we can treat each CDD group as independent and is enough to analyze only one CDD group. To generate uncorrelated fading channels we select \( \delta_1 = 0 \) and \( \delta_2 = \frac{N_s}{n_t} \), then

\[
\hat{H}_{11}(k) = H_{1,1}(k) + H_{1,2}(k), \text{ for even subcarriers and}
\]
\[
\hat{H}_{11}(k) = H_{1,1}(k) - H_{1,2}(k), \text{ for odd subcarriers.} \tag{3.24}
\]

As we indicated before the MIMO channel \( \mathbf{H} \) is spatially uncorrelated and power delay profiles from different transmit antennas are the same. Similar we can assume that the coherence bandwidth of the channel is larger than two subcarriers. These assumptions can be expressed like

\[
E\{H_{1,1}(k)H_{1,2}(k)^*\} = 0,
\]
\[
E\{|H_{1,1}(k)|^2\} = E\{|H_{1,2}(k)|^2\} \text{ and}
\]
\[
H_{1,1}(k) \approx H_{1,2}(k + 1).
\tag{3.25}
\]

Now we can calculate the correlation between adjacent subcarriers for the effective channel, representing \( \hat{H}_{11}(2k) \) for even subcarriers and \( \hat{H}_{11}(2k) \) for odd subcarriers,
$p_{2k,2k+1} = E\{\hat{H}_{11}(2k)\hat{H}_{11}(2k+1)^*\}$

$= E\{(H_{1,1}(2k) + H_{1,2}(2k))(H_{1,1}(2k+1) + H_{1,2}(2k+1))^*\}$

$= E\{|H_{1,1}(k)|^2\} + E\{H_{1,1}(2k)H_{1,2}(2k+1)^*\}$

$- E\{H_{1,2}(2k)H_{1,1}(2k+1)^*\} - E\{|H_{1,2}(k)|^2\}$

$= E\{|H_{1,1}(k)|^2\} - E\{|H_{1,1}(k)|^2\} +

E\{H_{1,1}(2k)H_{1,2}(2k)^*\} - E\{H_{1,2}(2k)H_{1,1}(2k)^*\}$

$= 0. \tag{3.26}$

Similar procedure can be realized for the other CDD group selecting $\delta_3 = 0$ and $\delta_4 = \frac{N_s}{n_t}$ and it is concluded that in SCDD the delay selection can be realized independently for each CDD group. Therefore, the selection would depend of the number of antennas for each group ($n_t$). Finally, the equation for the delay selection is

$$\delta_p = \begin{cases} 0, & \text{if } (p - 1) \mod n_t = 0 \\ \frac{N_s}{n_t} + \delta_{p-1}, & \text{otherwise} \end{cases} \tag{3.27}$$

where $p = 1, \ldots, M$. With this set of cyclic delay values, it is guaranteed that adjacent subcarriers are uncorrelated or have low correlation and when consecutive bits of the convolutional encoder are assigned to adjacent subcarriers, the maximum frequency diversity can be obtained.

Other important factor to select is the minimum free distance of the convolutional encoder. Diversity gains obtained with the convolutional encoder are related
to the free distance of the code [23], [24]. From [23] it is concluded that to achieve
the full diversity of the channel the minimum free distance of the code should be

\[ d_{\text{free}} \geq \text{Maximum diversity of the channel}. \] (3.28)

To our advantage, equation (3.28) assumes that fading channels across the symbols
should be independent, condition that it is guaranteed in SCDD when calculating the
cyclic delay values through equation (3.27).

In a MIMO channel the maximum diversity available is \( \text{MaxDivChannel} = DNM \), where \( D \) is the channel memory, \( M \) number of transmit antennas and \( N \) number of receive antennas. For SCDD, each CDD group uses only a subset of the
transmit antennas \((n_t)\), then maximum diversity available is reduced. As each CDD
group is independent we can define that the maximum diversity possible for each
CDD group is \( \text{MaxDivCDDGroup} = Dn_t \). Therefore, the minimum free distance
of the convolutional encoder for SCDD is given by

\[ d_{\text{freeSCDD}} \geq Dn_t. \] (3.29)

A more formal analysis for the minimum free distance can be realized using matrix
\( C \) and its bounds on pairwise error probability and it is considered for further study.

### 3.5 Numerical Results

In this section, we show the numerical results for SCDD. Performance was evaluated
through simulations in Matlab. In Table 3.1, the simulation parameters for SCDD
are shown. We evaluate two cases of antenna configuration \([4\text{Tx},2\text{Rx}]\) and \([4\text{Tx},4\text{Rx}]\). For SCDD, we use \( G = 2 \) and \( n_t = 2 \), the rate of this space-time code is 2.

For the channel model, we evaluate in flat-fading channel and frequency-
selective channel, SUI-3. SUI-3 is one of the channel models proposed in Wimax
### Tab. 3.1: Simulation parameters for SCDD

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFDM Parameter</td>
<td>128 Subcarriers - 10MHz BW.</td>
</tr>
<tr>
<td>Cyclic prefix length N&lt;sub&gt;s&lt;/sub&gt;/4</td>
<td></td>
</tr>
<tr>
<td>Channel Model</td>
<td>Flat-fading, SUI-3</td>
</tr>
<tr>
<td>Channel Code</td>
<td>Convolutional encoder, Vitervi decoder, Constraint length = 7, [133 171]. Soft-Viterbi decoding, 8-levels.</td>
</tr>
<tr>
<td>Modulation</td>
<td>BPSK</td>
</tr>
<tr>
<td>MIMO Mode</td>
<td>Single User-MIMO</td>
</tr>
<tr>
<td>Spatial Correlation(Tx, Rx)</td>
<td>(0%,0%)</td>
</tr>
<tr>
<td>MIMO Receiver</td>
<td>Linear Minimum Mean Squared Error (MMSE)</td>
</tr>
<tr>
<td>Channel Estimation</td>
<td>Perfect Channel Estimation</td>
</tr>
</tbody>
</table>

802.16 for wireless applications. Parameters for SUI-3 were obtained from [25] and are reproduced here for reference in Table 3.2. For Matlab simulation model we referenced from the document [26].

### Tab. 3.2: SUI-3 Channel parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tap 1</th>
<th>Tap 2</th>
<th>Tap 3</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>0</td>
<td>0.4</td>
<td>0.9</td>
<td>µs</td>
</tr>
<tr>
<td>Power(Omni Antenna)</td>
<td>0</td>
<td>-5</td>
<td>-10</td>
<td>dB</td>
</tr>
<tr>
<td>90 % k-factor</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(\tau_{RMS})</td>
<td>0.264</td>
<td></td>
<td></td>
<td>µs</td>
</tr>
</tbody>
</table>
3.5.1 Results for 4Tx-2Rx

Fig. 3.3 and Fig. 3.4 shows the performance of SCDD in a flat fading channel. For the label of the legends, we indicate the cyclic delay of each transmission antenna as SCDD \([\sigma_1 \sigma_2 \sigma_3 \sigma_4]\). For example, SCDD \([0 \ 64 \ 0 \ 64]\), means that antenna 1 has 0 symbols of cyclic shift delay, antenna 2 has 64 symbols of cyclic shift delay, antenna 3 has 0 symbols of cyclic shift delay and antenna 4 has 64 symbols of cyclic shift delay. We also compare with a rate 1 pure CDD system. Pure CDD can be considered a subset of SCDD with parameters \(G = 2\) and \(n_t = 4\).

We show in Fig. 3.3 the improvement in diversity when CDD is applied to the system. We observe that the diversity gain for Rate 2-SCDD\([0 \ 0 \ 0 \ 0]\) is only 1, meanwhile, the diversity gain for Rate 2-SCDD\([0 \ 64 \ 0 \ 64]\) is 2. This proves that the convolutional encoder can pick up the frequency diversity added by the SCDD system. It is obvious that the pure CDD system has higher diversity gain because all available degrees of freedom are used for that purpose. In Fig. 3.4, we evaluate the performance in terms of block error rate. We consider a block as the same as one OFDM symbol. The results are similar to the bit error curve, where the Rate 2-SCDD\([0 \ 64 \ 0 \ 64]\) is able to pick up the diversity gain.

Fig. 3.5 and Fig. 3.6 show the performance of SCDD in a SUI-3 channel, which is frequency-selective. We observe in Fig. 3.5 that the system has higher diversity than in a flat-fading channel. The diversity gain is approximately 3. The reason is that the channel is already frequency-selective, then the convolutional encoder can obtain higher frequency-diversity than in a flat-fading channel. Similar for BLER curve, a higher diversity is obtained in a frequency-selective channel.
3.5.2 Results for 4Tx-4Rx

Fig. 3.7 and Fig. 3.8 show the performance of SCDD in a flat fading channel. The rate of SCDD keeps the same value of 2. Therefore, SCDD parameters are $G = 2$ and $n_t = 2$. In Fig. 3.7, diversity gain obtained by SCDD $[0 0 0 0]$, without CDD, is around 2, meanwhile, the diversity gain of SCDD $[0 64 0 64]$ is around 4, double the value when there is no CDD in the system. We also compare with DSTTD when using a MMSE-SIC receiver. Diversity gain of DSTTD with MMSE-SIC is only 3. SCDD has better performance than DSTTD using similar receiver architecture. In Fig. 3.8, results obtained for block error rate have similar conclusion where SCDD$[0 64 0 64]$ is able to exploit the frequency-diversity added by the scheme.

Fig. 3.9 and Fig. 3.10 show the performance of SCDD in the frequency-selective channel SUI-3. Because the channel is already frequency-selective, the convolutional encoder is able to exploit more frequency-diversity and obtain higher diversity gains. In Fig. 3.9, SCDD$[0 0 0 0]$ has a diversity of around 4, meanwhile, the diversity gain obtained when adding CDD (SCDD$[0 64 0 64]$) is slightly higher than 5. Interesting to compare with DSTTD, it is that DSTTD in a MIMO-OFDM system cannot obtain any higher performance from a frequency-selective channel. As the results show, DSTTD has the same performance in Fig. 3.9 and Fig. 3.7. The reason is because a MIMO-OFDM system converts the system in a set of $N_s$ parallel single carrier MIMO channels, which is one of the advantages for OFDM because it allows simple equalizers at the receiver-end but loses the frequency-diversity present in the channel. Instead, SCDD already includes a convolutional encoder that takes advantage of the characteristics of the SUI-3 channel.
Fig. 3.3: BER - SCDD MIMO-OFDM system - 4Tx/2Rx - Flat fading channel

Fig. 3.4: BLER - SCDD MIMO-OFDM system - 4Tx/2Rx - Flat fading channel
Fig. 3.5: BER - SCDD MIMO-OFDM system - 4Tx/2Rx - SUI-3 channel

Fig. 3.6: BLER - SCDD MIMO-OFDM system - 4Tx/2Rx - SUI-3 channel
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Fig. 3.7: BER - SCDD MIMO-OFDM system - 4Tx/4Rx - Flat fading channel

Fig. 3.8: BLER - SCDD MIMO-OFDM system - 4Tx/4Rx - Flat fading channel
Fig. 3.9: BER - SCDD MIMO-OFDM system - 4Tx/4Rx - SUI-3 channel

Fig. 3.10: BLER - SCDD MIMO-OFDM system - 4Tx/4Rx - SUI-3 channel
3.5.3 Summary

In Table 3.3, we present a summary of the results for SCDD. It is clear that SCDD provides a better performance compared with DSTTD in the same antenna configuration of [4Tx - 4Rx]. The difference is higher for the SUI-3 channel because DSTTD cannot obtain frequency diversity gains from a frequency-selective channel. In a reduced configuration of receive antennas [4Tx - 2Rx], SCDD still can provide diversity gains attractive enough to consider it as a potential scheme for future wireless standards.

<table>
<thead>
<tr>
<th></th>
<th>Flat-fading Channel</th>
<th>SUI-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCDD(4Tx - 2Rx)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>SCDD(4Tx - 4Rx)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>DSTTD(4Tx - 4Rx)</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
In this chapter, we present a new scheme named stacked hybrid cyclic delay diversity (SHCDD) in a MIMO-OFDM System. This new scheme surges as an option to further increase the multiplexing gains obtained using schemes like SCDD and DSTTD.

In previous chapter we analyzed and discussed the performance of SCDD, we showed that the rate of this space-time code is equal to \( G \), the number of CDD stacked groups. The rate will depend of the arrangement of antennas and how they are stacked together, then \( G \) will increase in integer values of 1, 2, ..., etc. In SCDD, the rate is only possible to increase in integer values, but there should be a scheme that still can explore intermediate rate values, e.g., 1.25, 1.40, etc. Most surprisingly is that SCDD still leaves a big gap between the maximum rate achievable by the scheme and maximum multiplexing gain possible in the MIMO channel. For example, in a system with 4 transmit antennas and 4 receiver antennas, the maximum multiplexing gain offered by the channel is 4, but the rate of the space-time code obtained using SCDD or DSTTD is only 2. There are still more rate values that are possible to explore,
4.1 Overview of SHCDD

As we mentioned before, SHCDD surges as an option to achieve higher space-time codes rates that schemes like SCDD cannot obtain. In SCDD, the same OFDM symbol is cyclic shifted in different antennas and then transmitted, all OFDM subcarriers are involved in the CDD process. For SHCDD to obtain higher rates, it considers that not all subcarriers are required to be involved in the CDD process and these subcarriers can be used for pure spatial multiplexing gain.

To have a better understanding of SHCDD is easier to represent it using an example. Consider a system with $M = 4$, $N = 4$ and $N_s = 6$. In SCDD, with $G = 2$, the matrix $C$ will be formed from the vector $x_m$ as

$$
C = \begin{bmatrix}
x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(4) & x_1(5) \\
x_1(5) & x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(4) \\
x_2(0) & x_2(1) & x_2(2) & x_2(3) & x_2(4) & x_2(5) \\
x_2(5) & x_2(0) & x_2(1) & x_2(2) & x_2(3) & x_2(4)
\end{bmatrix}.
$$

(4.1)

where the cyclic delays are $\delta_1 = 0, \delta_2 = 1, \delta_3 = 0, \delta_4 = 1$. The rate of this space time code can be defined as how many symbols are transmitted during certain time slots. In this case, 12 symbols ($x_1(0), \ldots, x_1(5), x_2(0), \ldots, x_2(5)$) are transmitted during $N_s = 6$ time slots generating a rate 2 space-time code.

SHCDD takes advantage that some of those symbols are not required to be repeated and can be used to obtain higher multiplexing gain. If we want to form a
higher rate code, we can transform matrix $C$ as this example

$$
C = \begin{bmatrix}
  x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(4) & x_1(5) \\
  x_1(6) & x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(7) \\
  x_2(0) & x_2(1) & x_2(2) & x_2(3) & x_2(4) & x_2(5) \\
  x_2(6) & x_2(0) & x_2(1) & x_2(2) & x_2(3) & x_2(7)
\end{bmatrix}.
$$

(4.2)

We have introduced more symbols in the matrix, then 16 symbols $(x_1(0), \ldots, x_2(7))$ are transmitted during $N_s = 6$ time slots. The rate of this new code is

$$
Rate_{SHCDD} = \frac{16}{6} = \frac{8}{3} = 2.666,
$$

(4.3)

which is higher than the rate 2 code obtained with SCDD in (4.2). As we observe, symbols $(x_1(4), x_1(5), x_2(4), x_2(5), x_1(6), x_1(7), x_2(6), x_2(7))$ are not repeated and not used for CDD, then it is expected that the diversity performance of this new code is lower than the one obtained in SCDD. That is clear as there is always a tradeoff, increasing multiplexing gain involves reducing diversity gain of the system. In the same way, it is possible to add more symbols and obtain higher rate codes and different configurations. As a great advantage of SHCDD, the rate of the space-time code is very flexible to adjust.

SHCDD also allows to adjust its scheme to a more flexible number of transmit antennas. The minimum number of transmit antennas required for SCDD or DSTTD is 4, meanwhile, SHCDD can start from 2, 3, 4, ..., etc. transmit antennas. Let us consider the case of $M = 2, N = 2$ and $N_s = 6$. This antenna configuration cannot be used for SCDD or DSTTD but we can use it for SHCDD. As an example, a CDD scheme using two transmit antennas is given by

$$
C = \begin{bmatrix}
  x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(4) & x_1(5) \\
  x_1(5) & x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(4)
\end{bmatrix},
$$

(4.4)
where the rate of this space-time code is 1. Similar to previous case, we can increase the number of transmitted symbols as

\[
C = \begin{bmatrix}
    x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(4) & x_1(5) \\
    x_1(6) & x_1(0) & x_1(1) & x_1(2) & x_1(3) & x_1(7)
\end{bmatrix},
\]

increasing the rate of the space-time code to

\[
Rate_{SHCDD} = \frac{8}{6} = \frac{4}{3} = 1.333,
\]

because we transmit 8 symbols \((x_1(0), \ldots, x_1(7))\) in \(N_s = 6\) time slots. SHCDD proved to be a very flexible scheme to adjust the multiplexing gain of the MIMO-OFDM system.

### 4.2 Construction of SHCDD

In this section, we explain a more general representation of SHCDD and its construction. To make easier the construction of SHCDD, we only deal with one group \((G = 1)\) and stacked them according to how many groups are required in the system. This group alone is called Hybrid CDD (HCDD). HCDD is similar to CDD except for the difference that some subcarriers are not used for CDD.

We define the concepts \(period_{HCDD}\), \(Symbols_{HCDD}\), \(clusters_{HCDD}\) and \(subcarriers_{CDD}\), to help for the description of HCDD. The term \(period_{HCDD}\) refers to how many subcarriers in an OFDM symbol form one cluster, \(Symbols_{HCDD}\) refers to how many symbols are transmitted in one cluster or similar in one \(period_{HCDD}\) and \(clusters_{HCDD}\) refers to how many clusters an OFDM symbol contains. A cluster for a 2 transmission antenna system is formed as

\[
Cluster_q = \begin{bmatrix}
    x_1(0) & x_1(1) & \cdots & x_1(p-2) & x_1(p-1) \\
    x_1(0) & x_1(1) & \cdots & x_1(s-p-1) & x_1(p) & \cdots & x_1(s-1) & x_1(s)
\end{bmatrix}
\]
where $p = \text{period}_{HCDD}$, $s = \text{Symbols}_{HCDD}$ and $q = 1, \ldots, \text{clusters}_{HCDD}$. In other words, a cluster is formed with $p$ subcarriers and the last $\text{Symbols}_{HCDD} - \text{period}_{HCDD}$ subcarriers of antenna 2 are packed with extra symbols. The term $\text{subcarriers}_{CDD}$ refers to the number of subcarriers in a cluster that are repeated, or in other way, the number of subcarriers where the CDD will be applied, and $\text{subcarriers}_{CDD} = 2 \times \text{period}_{HCDD} - \text{Symbols}_{HCDD}$.

Next, we concatenate several clusters and applied CDD to form the final HCDD group. The number of clusters is defined by

$$\text{clusters}_{HCDD} = \frac{N_s}{\text{period}_{HCDD}},$$

(4.8)

where it is expected that $\text{clusters}_{HCDD}$ is a real number for easy construction of SHCDD. Then, we group all the clusters in one matrix of size $[2 \times N_s]$,

$$\mathbf{G}_{NoCDD} = [\text{Cluster}_1, \text{Cluster}_2, \ldots, \text{Cluster}_{\text{clusters}_{HCDD}}].$$

(4.9)

Notice that matrix $\mathbf{G}_{NoCDD}$ has not included the cyclic shift in its vector for antenna 2. We named $\mathbf{G}_{CDD}$, the matrix that already includes the effect of cyclic shift in antenna 2 ($\delta_2$). $\mathbf{G}_{CDD}$ is finally consider one HCDD group.

The rate of the space-time code SHCDD is determined by

$$\text{Rate}_{SHCDD} = \frac{\text{Symbols}_{HCDD}}{\text{period}_{HCDD}} \times G.$$  

(4.10)

These two parameters are widely configurable allowing to select the rate of the system more flexible. If $\text{Symbols}_{HCDD} = \text{period}_{HCDD}$, corresponds to SCDD.

At last, we construct the final system model for SCDD. The number of HCDD groups is determined by the system parameter $G$. The received signal is modeled as,

$$\mathbf{y}(k) = \sqrt{\frac{1}{M}} \mathbf{H}(k)\mathbf{s}(k) + \mathbf{w}(k),$$

(4.11)

where $\mathbf{y}(k)$ is the received vector of size $[N \times 1]$, $\mathbf{s}(k)$ is the transmit vector of size $[M \times 1]$, $\mathbf{w}(k)$ is the additive white Gaussian noise (AWGN) vector $[N \times 1]$ with
$W \sim \mathcal{CN}(O, N_o I)$ and $\mathbf{H}(k)$ is the MIMO channel model $[N \times M]$ for subcarrier $k$th. The values $s(k)$ are obtained from the matrix $C$ given by

$$C = \begin{bmatrix}
    s_1(0) & s_1(1) & \cdots & s_1(N_s - 1) \\
    s_2(0) & s_2(1) & \cdots & s_2(N_s - 1) \\
    \vdots & \vdots & \ddots & \vdots \\
    s_M(0) & s_M(1) & \cdots & s_M(N_s - 1)
\end{bmatrix}.$$  \hspace{1cm} (4.12)

Then, matrix $C$ is formed from the stacked of $G$ HCDD groups as

$$C = \begin{bmatrix}
    \mathbf{G}_{CDD}(1) \\
    \mathbf{G}_{CDD}(2) \\
    \vdots \\
    \mathbf{G}_{CDD}(G)
\end{bmatrix}. \hspace{1cm} (4.13)$$

### 4.3 Decoding SHCDD - MMSE Receiver

Detection of SHCDD can be realized similar to SCDD, using a MMSE filter to decode different streams from different HCDD groups. But SHCDD requires two MMSE receivers, one to decode the subcarriers where CDD is applied and other MMSE receiver to decode the subcarriers where CDD is not applied.

We define two MMSE receivers: The first MMSE receiver uses the same same model exposed in chapter 3 using the concept of equivalent channel. The MMSE filter is

$$\mathbf{W}_{MMSE1}(k) = (\hat{\mathbf{H}}(k)^H \hat{\mathbf{H}}(k) + \sigma_n^2 \mathbf{I}_N)^{-1} \hat{\mathbf{H}}(k)^H,$$  \hspace{1cm} (4.14)
where
\[
\hat{H}(k) = \begin{bmatrix}
\sum_{p=1}^{n_t} H_{1p}(k)e^{-2\pi jk\delta_p/N_s} & \cdots & \sum_{p=(G-1)(n_t+1)}^{M} H_{1p}(k)e^{-2\pi jk\delta_p/N_s} \\
\sum_{p=1}^{n_t} H_{2p}(k)e^{-2\pi jk\delta_p/N_s} & \cdots & \sum_{p=(G-1)(n_t+1)}^{M} H_{2p}(k)e^{-2\pi jk\delta_p/N_s} \\
\vdots & \ddots & \vdots \\
\sum_{p=1}^{n_t} H_{Np}(k)e^{-2\pi jk\delta_p/N_s} & \cdots & \sum_{p=(G-1)(n_t+1)}^{M} H_{Np}(k)e^{-2\pi jk\delta_p/N_s}
\end{bmatrix}
\] . (4.15)

The second MMSE filter is applied directly to the MIMO channel to decode each stream of each transmit antenna,
\[
\mathbf{W}_{MMSE2}(k) = (\mathbf{H}(k)^{H}\mathbf{H}(k) + \sigma_n^2 \mathbf{I}_N)^{-1}\mathbf{H}(k)^{H},
\] (4.16)

where \( \mathbf{H} \) is given by the MIMO channel from (2.3).

We define when to apply \( \mathbf{W}_{MMSE1} \) or \( \mathbf{W}_{MMSE2} \) in the following way. In previous section, the term \( \text{subcarriersCDD} \) was defined as \( \text{subcarriersCDD} = 2 \times \text{periodHCDD} – \text{SymbolsHCDD} \) indicating the number of subcarriers used for CDD in a cluster, we named these subcarriers as \( \text{CDDsubcarriers} \). The others subcarriers are used for pure spatial multiplexing, we named these others as \( \text{NonCDDsubcarriers} \).

The filter \( \mathbf{W}_{MMSE1} \) is used for the first group of subcarriers that CDD is applied in a cluster and \( \mathbf{W}_{MMSE2} \) is used for the other subcarriers,
\[
\begin{bmatrix}
\hat{x}_1(k) \\
\hat{x}_2(k) \\
\vdots \\
\hat{x}_G(k)
\end{bmatrix} = \mathbf{W}_{MMSE1}(k)\mathbf{y}(k),
\] (4.17)

where \( k \) is the set of \( \text{subcarriersCDD} \) and
\[
\begin{bmatrix}
\hat{x}_1(k) \\
\hat{x}_2(k) \\
\vdots \\
\hat{x}_N(k)
\end{bmatrix} = \mathbf{W}_{MMSE2}(k)\mathbf{y}(k),
\] (4.18)
where \( k \) is the set of \( \text{NonCDDsubcarriers} \). The two resultant vectors are of different size, therefore, it is required after the MMSE receiver a SHCDD detector that is in charge of arranging the order of the symbols to send to the Viterbi decoder.

In Fig. 4.1, a block diagram of a \( 4 \times 4 \) MIMO-OFDM system using the SHCDD scheme is shown. SHCDD generator is in charge to create matrix \( \mathbf{C} \) from the output of the convolutional encoder. SHCDD detector is in charge of determining what subcarriers are filtered with \( \mathbf{W}_{\text{MMSE1}} \) or \( \mathbf{W}_{\text{MMSE2}} \) and SHCDD combiner will concatenate and group all symbols to send to the convolutional decoder.

### 4.4 Performance Analysis of SHCDD

To understand the performance of SHCDD it is necessary to as an unequal error probability code (UEP). An UEP code is when not all bits transmitted over the channel have the same bit error probability performance with some bits having higher decoded error probability and other bits with less decoded error probability. UEP with convolutional codes have been studied in [27]. Similar, puncturing convolutional codes are considered a form of UEP codes. Puncturing a code corresponds to eliminate some of the output bits of the convolutional encoder, increasing the rate of the code. As a result the free distance is reduced and performance is affected as a trade off for obtaining a higher rate code. It is clear that the puncturing pattern, or decision of what bits are eliminated, is important for the performance of the code [28]. SHCDD can be considered in some way similar to a puncturing convolutional code and UEP codes. The difference is that SHCDD doesn’t eliminate some bits, but assigns some bits with more weight and others with less. From previous section, it was defined \( \text{CDDsubcarriers} \) as the subcarriers that are used for CDD and \( \text{NonCDDsubcarriers} \) as the subcarriers used for pure spatial multiplexing, then, the bits assigned to \( \text{CDDsubcarriers} \) have lower probability of error and bits assigned to \( \text{NonCDDsubcarriers} \).
Fig. 4.1: Block Diagram of SHCDD
CHAPTER 4. Stacked Hybrid Cyclic Delay Diversity Scheme (SHCDD) 47

Carriers have higher probability of error. Then, a SHCDD can be considered as an unequal error probability code.

In puncturing convolutional codes, the free distance of the code is reduced and performance is affected. This is obvious since some bits are not completely transmitted and they will be introduced randomly at the receiver end to be able to use the standard viterbi decoding. Similar as we increase the rate of the SHCDD code, we expect the performance to be lower due to the free distance of the code is reduced.

4.5 Numerical Results

In this section, we show the numerical results for SHCDD. Parameters for the simulation are presented in Tables 3.1 and 3.2. We evaluate two cases of antenna configuration [2Tx,2Rx] and [4Tx,4Rx].

4.5.1 Results for 2Tx-2Rx

Fig. 4.2 shows results for different rates for SHCDD in a flat fading channel. We evaluate for rates 1.25, 1.33 and 1.40, and compare them with the Rate 1 - Pure CDD system and Rate 2 with full spatial multiplexing. To obtain the rates, parameters for SHCDD are as follow:

- Rate 1.25: \( \text{period}_{HCDD} = 4 \) and \( \text{Symbols}_{HCDD} = 5 \).
- Rate 1.33: \( \text{period}_{HCDD} = 3 \) and \( \text{Symbols}_{HCDD} = 4 \).
- Rate 1.40: \( \text{period}_{HCDD} = 5 \) and \( \text{Symbols}_{HCDD} = 7 \).

In Fig. 4.2, we observe how the diversity gain is decreasing when the rate of the system is higher. This is clear because SHCDD at higher rates uses more time slots.
Fig. 4.2: BER - SHCDD MIMO-OFDM system - 2Tx/2Rx - Flat fading channel

for spatial multiplexing and less of them for diversity gain. Also the convolutional encoder can only pick up the diversity gain from the time slots used for CDD. Diversity gain obtained for rate 1.25 SHCDD is around 2.5, meanwhile, the diversity gain for pure CDD system is slightly higher than 3. Diversity gain for rate 1.33 SHCDD is slightly lower than 2 and there is not diversity gain for rate 1.40 SHCDD system. The reason for rate 1.40 to not have any diversity gain can be understood from the parameters \( \text{period}_{HCDD} \) and \( \text{Symbols}_{HCDD} \), where the output stream of the convolutional encoder, 3 consecutive symbols are transmitted using CDD and the next 4 consecutive symbols are transmitted with full spatial multiplexing, therefore the convolutional encoder is not able to gain any frequency diversity from the scheme.
4.5.2 Results for 4Tx-4Rx

In Fig. 4.3, we evaluate rates of 2, 2.5 and 3 for SHCDD. Parameters to obtain those rates are

- Rate 2.5: \( \text{period}_{HCDD} = 4 \) and \( \text{Symbols}_{HCDD} = 5 \) with \( G = 2 \).
- Rate 3.0: \( \text{period}_{HCDD} = 4 \) and \( \text{Symbols}_{HCDD} = 6 \) with \( G = 2 \).

The scheme Rate 2.5 - SHCDD \([0 64 0 64]\) provides a diversity gain of 4, meanwhile, the diversity gain from the same scheme but without CDD (SHCDD \([0 0 0 0]\)) is 3. Therefore, the CDD introduced in the system can help to improve its performance. When comparing against DSTTD, the rate 2.5 SHCDD code has better performance when \( E_b/N_o \) is higher than 8dB. The Rate 3 - SHCDD \([0 64 0 64]\) code has diversity gain slightly higher than 2 and it is clear that its performance is lower than rate 2 and 2.5 SHCDD schemes. Meanwhile, the rate 3 SHCDD code has better diversity gains than a rate 4 pure spatial multiplexing scheme where the diversity gain is only 1.
Fig. 4.3: BER - SHCDD MIMO-OFDM system - 4Tx/4Rx - Flat fading channel
CHAPTER 5

Conclusions

In this dissertation, we concentrate mostly on resolving a dilemma of how to use the MIMO channel to achieve higher capacity without decreasing the reliability of our system. For resolving this problem, first we analyze the new scheme SCDD and give some performance results, interestingly to note is that SCDD has not been studied in detail in the research community; therefore, motivated by our results obtained here, we prove that SCDD has the potential to become a very promising technology. Second, we design a new scheme based on SCDD. We called this new scheme SHCDD, and explain the construction of its code and analyze some performance results.

The two major contributions from our dissertation are:

• Established the rules for parameters selection in SCDD. The evaluation of its results shown it can outperform current schemes proposed for MIMO channel.

• Proposed a new scheme (SHCDD) that proved to be very flexible and more adjustable than SCDD. The space-time code rate can be adjusted to non-integer values, condition that it is not possible for SCDD. Also as great advantage, SHCDD can be used in antenna configuration of 2Tx-2Rx, meanwhile, schemes like SCDD
and DSTTD are only designed for a minimum number of 4 transmission antennas.

5.1 Analysis of Stacked Cyclic Delay Diversity Schemes (SCDD)

SCDD allows the MIMO channel to achieve a more optimal tradeoff between reliability and transmission rate in the system. We showed that when using SCDD in a flat-fading channel the diversity gain is doubled compared to a system where no cyclic delays are applied in their transmission antennas. In a frequency-selective channel like SUI-3, the diversity gain is lower because the channel already provides some frequency-diversity to the system. We also compare in antenna configuration of 4Tx-4Rx, with current scheme DSTTD, and show that SCDD outperforms DSTTD in terms of diversity gain when using similar structure for the MMSE receiver. Interesting to note is that in the SUI-3 channel, DSTTD cannot obtain any frequency-diversity gain from the system due to the condition that OFDM will treat DSTTD as several parallel single-carrier channels.

5.2 Stacked Hybrid Cyclic Delay Diversity Scheme (SHCDD)

SHCDD proved to be a very flexible space-time code in terms of adjustable rate. Meanwhile, SCDD can only obtain integer rates, with SHCDD it is possible to reach non-integer values for its rate and therefore obtain a better optimal tradeoff between diversity and multiplexing gain according to system requirements. However its major drawback is that its performance is severely affected for higher rates due to the condition that when using a convolutional encoder, most of the symbols of the stream...
will not experience any diversity and convolutional coding fails to pick up the diversity from the channel. In an antenna configuration of 2Tx-2Rx, this condition happens when the rate of the code is higher than 1.4. It seems that for the 4Tx-4Rx case this situation can be tolerated more, for instance, the rate 3 SHCDD system still can provide some diversity gain to the system. When comparing with DSTTD, we show that the proposed rate 2.5 SHCDD scheme has better performance, considering that the rate of the code is 25% higher.

5.3 Suggestions for future research

As we discussed before, we believe that currently not many research is being done or papers being published with topics around CDD. Only the 3GPP groups working for LTE and Wimax working groups are more active in this topic research. Therefore, there are countless options for future research related with CDD technologies and obtain better optimal tradeoffs for capacity and reliability. We numbered some of those suggestions that are more connected directly with our thesis:

- Obtain a more realistic analysis of the diversity-multiplexing tradeoff for stacked cyclic delay diversity schemes.
- Extend the research to multi-user MIMO scenarios, where we believe there are many interesting topics to analyze.
- Develop an analysis of SCDD and SHCDD with high performance-error correcting codes as Turbo codes to achieve higher capacity in the system.
- Design and evaluation of how to combine space time trellis codes with SCDD and SHCDD schemes.
• Analysis of SCDD and SHCDD in cooperative networks can be an interesting topic to research.
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