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Abstract


Associativity of a binary operation allows many applications that are not possible with a non-associative binary operation. We propose a method to transform a binary expression into an associative one and present two related applications.
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1. Introduction

Associativity is very useful in evaluating binary expressions. For example, without associativity, prefix computation is hard to implement in parallel [1,2,5,6], and a non-associative binary expression with reverse calculation order is difficult to evaluate using a one-way automata (see Section 4). If the corresponding operation is associative, these two examples become easy to compute because the order of computation does not affect the result.

We show how to translate a non-associative operator into an associative one. In Section 2, we define the prefix computation problem with a non-associative operator and present a method to solve it in parallel. Section 3 extends the method to the prefix computation problem with multiple operators. An application to a one-way finite automata design is discussed in Section 4.

2. Parallel prefix computation with a non-associative operator

Let \([A, \otimes]\) be an algebraic structure, where \(A\) is a finite set and \(\otimes\) is a (not necessarily associative) binary operator mapping \(A \times A\) to \(A\).

Definition 1. The binary expression \(x_1 \otimes x_2 \otimes \cdots \otimes x_n\) is defined as

\[
\left( \cdots \left( (x_1 \otimes x_2) \otimes x_3 \right) \cdots \otimes x_n \right),
\]

for \(x_1, x_2, \ldots, x_n \in A\).

The prefix computation problem is to evaluate all products \(x_1 \otimes x_2 \otimes \cdots \otimes x_i\), for \(i = 1, \ldots, n\), for a given sequence \(x_1, x_2, \ldots, x_n\). In [6], a well-known parallel algorithm taking \(2D + 1\) steps on a \((2n - 1)\)-node tree circuit is presented, where \(D\) is the depth of the tree circuit. Prefix computations can be applied to carry-look-ahead addition...
linear recurrences [6, p. 241], and scheduling [2].

For the case of a non-associative operator \( \otimes \), we define a function induced by an element in \( A \) as follows.

**Definition 2.** For \( x \in A \), function \( \otimes_x : A \rightarrow A \) is defined by \( \otimes_x(y) = y \otimes x \), for every \( y \in A \). And we define a constant function \( I_x \) as \( I_x(y) = x \), for every \( y \in A \).

The definition of \( \otimes_x \) is similar to currying, as used in lambda calculus, type theories, and functional programming languages [7].

By the definition of \( \otimes_x \), we have

\[
x_1 \otimes x_2 \otimes \cdots \otimes x_n = (\cdots ((x_1 \otimes x_2) \otimes x_3) \cdots \otimes x_n)
\]

The original binary expression \( x_1 \otimes x_2 \otimes \cdots \otimes x_n \) can be regarded as \( \otimes_{x_1} \circ \cdots \circ \otimes_{x_n} \circ I_{x_i} \); and the prefix computation problem becomes a suffix computation problem. Since the composition operator \( \circ \) is associative, the technique of parallel prefix computation previously discussed can be applied.

**Example 3.** \([a, b, c] \) is an algebraic structure with a non-associative operator \( \otimes \) whose operator table is defined below:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>c</td>
</tr>
<tr>
<td>b</td>
<td>c</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>c</td>
<td>b</td>
<td>c</td>
<td>a</td>
</tr>
</tbody>
</table>

Then

\[
\otimes_a = \{(a, a), (b, c), (c, b)\},
\]

\[
\otimes_b = \{(a, a), (b, a), (c, c)\},
\]

\[
\otimes_c = \{(a, c), (b, b), (c, a)\},
\]

\[
I_a = \{(a, a), (b, a), (c, a)\},
\]

\[
I_b = \{(a, b), (b, b), (c, b)\},
\]

\[
I_c = \{(a, c), (b, c), (c, c)\}.
\]

The prefixes of \( a \otimes b \otimes c \otimes a \) are evaluated as follows,

\[
a \otimes b = \otimes_b \circ I_a(-) = a,
\]

\[
a \otimes b \otimes c = \otimes_c \circ \otimes_b \circ I_a(-) = c,
\]

\[
a \otimes b \otimes c \otimes a = \otimes_a \circ \otimes_c \circ \otimes_b \circ I_a(-) = b.
\]

We now address the time complexity of the parallel algorithm. Let \(| A | \) denote the size of \( A \). By modifying the parallel prefix one [6], we can get a parallel suffix algorithm that takes \( O(D) \) steps when implemented on a binary tree circuit of depth \( D \). To compute all the suffixes of \( \otimes_{x_1} \circ \cdots \circ \otimes_{x_n} \circ I_{x_i} \), we adopt Gries’ view [3, Chapter 5] to use a one-dimensional array of size \(| A | \) to represent a function \( \otimes_{x_i} \). In accordance with the notation in [3], let \( a[1..|A|], \)

\[
 b[1..|A|] \quad \text{and} \quad c[1..|A|] \quad \text{be three arrays (functions).}
\]

Then the composition \( c = a \circ b \) can be defined as

\[
(c; 1:a[b[1]] ; 2:a[b[2]] ; \ldots ; |A|:a[b[|A|]]).
\]

So it takes \( O(|A|) \) time to compute a composition of two functions. Furthermore, an array (function) movement along an edge on a tree circuit takes \( O(|A|) \) time. Since each step in the parallel suffix algorithm consists of at most a function composition and two array movements, we can get an \( O(|A| \cdot D) \) parallel algorithm. The time complexity will be \( O(|A| \cdot \log n) \) on a \((2n - 1)\)-node complete binary tree circuit (where \( D = \log(2n - 1) \)), which is smaller than the time complexity \( O(n) \) of the sequential algorithm when \(| A | \) is fixed and \( n \) is large.

As for space complexity, each node needs a two-dimensional array of size \(| A | \times |A| \) for the operation table and three arrays of size \(| A | \) for induced functions, thus amounting to \( O(n \cdot |A|^2) \). If common memory is available, the operation table can be shared and the space complexity becomes \(|A|^2 + O(n \cdot |A|)\).

### 3. Parallel prefix computation with multiple operators

In this section, we extend the computations in Section 2 to a more general class of binary ex-
pressions. Assume \([A, \otimes^1, \ldots, \otimes^k]\) is an algebraic structure with \(k\) operators \((k \geq 1)\). These operators need not be associative. The prefix computation problem is to evaluate all prefixes for \(x\) given expression

\[
x_1 \otimes x_2 \otimes^2 \cdots \otimes^{n-1} x_n = \left( \cdots \left( x_1 \otimes^1 x_2 \otimes^2 \cdots \otimes^{n-1} x_n \right) \right),
\]

where \(\otimes \in \{\otimes^1, \ldots, \otimes^k\}\) for all \(i\). We define a family of induced functions as before.

**Definition 4.** For \(x \in A\) an operator \(\otimes^i\) is defined as \(\otimes^i : A \to A\), with \(\otimes^i(y) = y \otimes x\), for every \(y \in A\).

Similarly,

\[
x_1 \otimes^1 x_2 \otimes^2 \cdots \otimes^{n-1} x_n = \otimes_{x_n}^{n-1} \cdots \otimes_{x_3}^2 \otimes_{x_2}^1 \otimes I_x(-).
\]

The suffixes of \(\otimes_{x_n}^{n-1} \cdots \otimes_{x_3}^2 \otimes_{x_2}^1 \otimes I_x(-)\) can be computed in \(O(|A| \cdot D)\) by using a \((2n - 1)\)-node tree circuit.

Applications include Boolean algebra (AND, OR), modular arithmetic (addition modulo \(m\), multiplication modulo \(m\)), and recurrence equations. Two examples are shown as follows.

**Example 5.** \([0, 1, 2], \otimes^1, \otimes^2\) is an algebraic structure with two operators, where \(\otimes^1\) is addition modulo 3 and \(\otimes^2\) is multiplication modulo 3. Their operation tables are shown below:

\[
\begin{array}{c|ccc}
\otimes^1 & 0 & 1 & 2 \\
\hline
0 & 0 & 1 & 2 \\
1 & 1 & 2 & 0 \\
2 & 2 & 0 & 1
\end{array}
\quad
\begin{array}{c|ccc}
\otimes^2 & 0 & 1 & 2 \\
\hline
0 & 0 & 0 & 0 \\
1 & 0 & 1 & 2 \\
2 & 0 & 2 & 1
\end{array}
\]

Then \(\otimes_0 = \{(0, 0), (1, 1), (2, 2)\}\), \(\otimes = \{(0, 1), (1, 2), (2, 0)\}\), \(\otimes_1 = \{(0, 2), (1, 0), (2, 1)\}\), \(\otimes_2 = \{(0, 0), (1, 0), (2, 0)\}\), \(\otimes_3 = \{(0, 0), (1, 1), (2, 2)\}\), \(\otimes_4 = \{(0, 0), (1, 2), (2, 1)\}\).

The prefixes of \(1 \otimes^1 0 \otimes^2 2 \otimes^1 1\) are evaluated as follows,

\[
1 \otimes 0 = \otimes_0 \circ I_1(-) = 1,
1 \otimes^1 0 \otimes^2 2 = \otimes^2 \circ \otimes_0 \circ I_1(-) = 2,
1 \otimes^1 0 \otimes^2 2 \otimes^1 1 = \otimes_1 \circ \otimes_2 \circ \otimes_0 \circ I_1(-) = 0.
\]

**Example 6.** Consider the following recurrence relations:

\[
z_{2i+1} = z_{2i} \otimes^1 c_i,
\]

\[
z_{2i} = a_i \otimes^2 z_{2i-1} \otimes b_i \otimes^2 z_{2i-2}, \quad \text{for } i \geq 1,
\]

given \(z_0, z_1\) are initial values. \(\otimes^1\) is addition modulo \(m\) and \(\otimes^2\) is multiplication modulo \(m\) for a positive integer \(m\). Vector–matrix multiplication and vector–vector addition are defined as follows,

\[
(a, b) \begin{pmatrix} c & d \\ e & f \end{pmatrix} = (a \otimes^1 c \otimes^2 b \otimes^2 e, a \otimes^2 d \otimes^1 b \otimes^2 f),
\]

\[
(a, b) + (c, d) = (a \otimes^1 c, b \otimes^1 d).
\]

We can rewrite the above recurrence relations as

\[
(z_{2i+1}, z_{2i}) = (z_{2i}, z_{2i-1}) \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} + (c_i, 0),
\]

\[
(z_{2i}, z_{2i-1}) = (z_{2i-1}, z_{2i-2}) \begin{pmatrix} a_i & 1 \\ b_i & 0 \end{pmatrix}.
\]

So

\[
(z_{2i+1}, z_{2i}) = (z_{2i-1}, z_{2i-2}) \begin{pmatrix} a_i & 1 \\ b_i & 0 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} + (c_i, 0),
\]

and

\[
(z_{2i+1}, z_{2i}) = \left( \cdots \left( \left( z_1, z_0 \begin{pmatrix} a_1 & 1 \\ b_1 & 0 \end{pmatrix} \right) \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} \right) + (c_1, 0) \right) \begin{pmatrix} a_2 & 1 \\ b_2 & 0 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} + (c_2, 0) + \cdots + (c_i, 0).
\]

We compute \(z_0, z_1, \ldots, z_{2n+1}\) by evaluating prefixes in the above equation. It takes \(O(m^2D)\) time.
and needs $O(n m^4)$ space on an $O(n)$-node depth $D$ binary tree circuit.

4. An automata design for string acceptance

Hopcroft and Ullman [4, Exercise 2.8(b)] ask how to design a nondeterministic finite automata (NFA) that accepts the following language $L$:

“The set of all strings over the alphabet \{a, b, c\} that have the same value when evaluated left to right as right to left by multiplying according to the table in Example 3.”

It is easy to use a deterministic finite automata (DFA) to evaluate an expression from left to right. The bottleneck of this problem is evaluation right to left. Since the tape head of the one-way automata cannot rewind, a straightforward method is to use a one-way NFA that “guesses” all possible products of the entire string from right to left. However, the construction is complicated. Instead, we use the concept of the transformation in Section 2 to construct a simple DFA that accepts language $L$.

In accordance with the notation in [4], we give the definitions of the DFA below.

- $\Sigma = \{a, b, c\}$ is an input alphabet.
- $\mathcal{Z} = \{f : \Sigma \to \Sigma\}$.
- $f_a = \{(a, a), (b, a), (c, c)\}$.
- $f_b = \{(a, c), (b, a), (c, b)\}$.
- $f_c = \{(a, b), (b, c), (c, a)\}$.

(Induced function $f_x$ is defined as $f_x(y) = x y$.)

DFA $M = (\mathcal{Z}, \Sigma, \delta, q_0, F)$ is defined as follows.

- $\mathcal{Z} = \{[l, f, r] | l, r \in \Sigma, f \in \mathcal{Z}\}$ is the set of states;
- $q_0$ is the initial state;
- $F = \{[\epsilon, f, v] | v \in \Sigma, f \in \mathcal{Z}\}$ is the set of final states;
- $\delta$ is a transition function, where
  \[ \delta(q_0, x) = [x, f_x, x] \text{ for } x \in \Sigma, \]
  \[ \delta([x, f, y], z) = [xz, f \circ f_z, f(z)] \text{ for } x, y, z \in \Sigma, f \in \mathcal{Z}. \]

State $[l, f, r]$ means that $l$ is the current product from left to right, $r$ is the current product from right to left, and $f$ is the composition of induced functions.

**Theorem 7.** DFA $M$ accepts language $L$.

**Proof.** By induction, we can prove that after running the input string $x_1 x_2 \ldots x_n$, $M$ enters the state

\[ ([\cdots (x_1 x_2) \cdots x_n], f_{x_1} \circ f_{x_2} \circ \cdots \circ f_{x_n}, \]
\[ f_{x_1} \circ f_{x_2} \circ \cdots \circ f_{x_{n-1}}(x_n)]. \]

Accordingly, $x_1 x_2 \ldots x_n \in L$ if and only if

\[ ([\cdots (x_1 x_2) \cdots x_{n-1}] x_n) \]
\[ = f_{x_1} \circ f_{x_2} \circ \cdots \circ f_{x_{n-1}}(x_n) \]
\[ = (x_1 (x_2 \cdots (x_{n-1} x_n)) \cdots). \]
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